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Distributed systems consist of many components that interact with each other to perform certain task(s). Traditionally, many of these systems base their decisions on sets of rules or configurations defined by operators as well as handcrafted analytical models. However, creating those rules or engineering such models is a challenging task. First, the same system should be able to work under a combinatorial number of conditions on top of heterogeneous hardware. Second, they should support different type of workloads and run in potentially widely different settings. Third, they should be able to handle time-varying resource needs. These factors render reasoning about distributed systems’ performance in general far from trivial.

In this thesis, we propose optimizing distributed systems using machine learning (ML). Our main contribution is the design, implementation, augmentation, and evaluation of three distributed systems that illustrate the impact of these ML-based optimizations: 1) CURATOR, a framework that safeguards distributed storage systems’ health and performance by scheduling and executing background maintenance tasks, 2) ADARES, an adaptive system that dynamically adjusts virtual machine resources in virtual execution environments, and 3) PULPO, a federated system that efficiently trains machine learning models across different data centers. Each system instantiates appropriate ML models for the task at hand, alleviating systems designers from manually tuning rules and handcrafting complex analytical models. Our evaluations on real clusters show how our ML formulations result in improved distributed systems’ efficiency and performance.
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Distributed systems comprise of many components that interact and cooperate with each other to perform certain task(s). For example, storage tiering services automatically migrate data between solid-state (SSDs) and hard disk drives (HDDs) based on usage, virtualization software allows to package applications on virtual machines (VMs) and execute them together with other workloads on the same physical hardware, geographically distributed systems support data pipelines to join and analyze disperse datasets, and so on.

Many of these real-world systems are heuristic-based; that is, they heavily rely on (user-defined) policies, rules, or configurations derived from specific domain knowledge in order to make decisions, and they typically use analytical models to describe their behavior. However, the design of these systems, together with their rules and models, is an inherently difficult task. In this regard, the limit is usually the complexity that arise from the large number of components and connections, the intricate component dependencies, the irregular interactions and resource needs, and the imprecise descriptions. Further, the same system might need to handle different workloads in different settings, as well as run in heterogeneous hardware platforms or even across different geographic regions. To make matters worse, these workloads might also change over time and applications may interfere with each other while contending for shared resources.

These factors make it hard to reason about the performance of distributed systems in general, complicate the ability to create accurate models, and render static configurations inappropriate. Even though many highly qualified engineers are typically involved in performance improvement tasks, we still often see (surprisingly) low efficiency in many of these systems in production.
In order to overcome these difficulties, it becomes necessary to build smarter distributed systems that could learn and improve their performance over time. By leveraging machine learning techniques, this new generation of self-tuning learning systems would alleviate systems designers from the task of manually manipulating knobs, tuning complicated rules or policies, and creating complex mechanisms based on handcrafted analytical models, thus significantly reducing human involvement in modern software development processes. Such systems would, instead, be able to learn the underlying complex dynamics where they operate in a way that would better resemble reality, and would generalize and adapt better, on a case-by-case basis, at runtime, which in turn would foster (significant) efficiency and performance boosts.

1.1 The Machine Learning Revolution

Machine learning is the sub-field within Artificial Intelligence (AI) that deals with the study of algorithms that improve their performance at some task with experience. More precisely, a computer program learns from experience $E$ with respect to some class of tasks $T$ and performance measure $P$, if its performance at tasks in $T$, as measured by $P$, improves with experience $E$ [150].

Over the last decades, the impressive growth in data and computational capabilities have enabled the use of machine learning in many fields, from healthcare and medicine, passing through manufacturing and retail, to self-driving cars and financial services. Almost every recent technological advance involves some aspect of machine learning. Computers powered by machine learning can today perform many tasks that not long ago were assumed to require human cognition [39].

Gartner estimates that by 2022, one in five workers engaged in mostly non-routine tasks will rely on some form of AI to do a job. In 2021, AI augmentation (i.e., a combination of human and artificial intelligence, where both complement each other) will generate $2.9$ trillion in business value and recover $6.2$ billion hours of worker productivity [86]. Within AI, machine learning attracted around $60\%$ of the estimated $8$-$12$ billion in investments during 2016 [39]. It comes as no surprise that machine learning is and will continue to be a fundamental player in digital strategies all over the world.
1.2 Machine Learning for Distributed Systems

Distributed systems are everywhere and we are interested in their efficiency. Even though the advent of virtualization led to significant improvements in terms of the utilization of computational resources, recent studies show that computational usage levels of distributed systems deployed in private and public clouds are still far from optimal [53, 43, 63, 226]. Even more, studies show that communication inefficiencies also lead to problems [80, 95, 218]. We therefore need new ways to make computers more capable [188, 97, 180].

In our quest for finding new ways of making distributed systems more efficient, we first need to take a step back and identify the sources of the problem. Multiple reasons come to mind when we want to understand why many contemporary systems are still inefficient. Despite the evolution of workload and application demands, most systems still (heavily) rely on hardcoded policies that dictate their behavior, or fixed configurations, or complex built-in mechanisms that sometimes disregard the underlying problem structure nor leverage already-collected data. For example, distributed storage systems trigger expensive background maintenance tasks (e.g., garbage collection) disregarding the end-user foreground request patterns. Or users statically configure VMs resources (e.g., memory) based on (guessed) workload peak utilization metrics, but they ignore the fact that utilization levels usually present important temporal patterns. Or distributed data pipelines systems transfer huge amounts of data across data centers, and neglect the fact that transferring only summaries could suffice.

On that account, there is an opportunity for optimizing distributed systems using machine learning, with potentially broad implications for computing as a whole [91]. In this thesis, we leverage problem structure and data collected regularly by current systems in order to make them more efficient and responsive to different runtime conditions. To that end, we use existing machine learning techniques, both to inform decisions as well as to drive system behavior.
1.3 Machine Learning Modeling for Distributed Systems

The existing literature on machine learning is extensive and encompasses different areas, ranging from optimization theory to algorithms and applications. The suitability of the actual underlying machine learning model used to optimize a distributed system mainly depends on the characteristics and constraints of the problem domain.

In particular, we identify three broad classes of techniques that help increasing distributed systems' efficiency and performance, along different dimensions.

Whenever we have access to a training set of labeled examples and we are interested in learning rules that can predict labels of future unseen examples, we can rely on batch learning (also called statistical learning), probably the most common supervised learning setting [61]. Learning such rules is typically done through an iterative procedure using mathematical optimization techniques. However, the scale of modern datasets and/or the application constraints sometimes require systems to perform such optimization in a distributed fashion. In this distributed setting, a critical challenge is to efficiently communicate and coordinate information across machines [191]. By co-designing systems with machine learning through the lens of optimization, we could potentially improve both system's computational efficiency as well as reduce communication overheads.

On the other hand, if the system needs to adapt to changes, or even if it does not have (enough) training data to begin with, we can resort to online learning. The online learning framework is a powerful way of dealing with sequential decision problems, and the algorithms are typically fast, memory-efficient, and simple to implement [62]. An online learning algorithm receives a sequence of examples and processes them one-by-one. On each round, the algorithm receives an example and predicts its label. Then, the algorithm receives the (correct) label corresponding to the example, and uses this new labeled example to improve its predictions on subsequent rounds [61]. This generic framework can be applied to build highly adaptive distributed systems, where their behavior could be (mainly) driven by online models that evolve over time. However, as these systems would only take the (seemingly) best action suggested by the ML models, there is no way of knowing what would have happened had they taken a different action; that is, maybe a
different action could have been better. By leveraging bandit-based algorithms [38], which fall under the online learning umbrella, these systems would, by design, explore different actions so as to refine their estimates, for which they would then receive immediate feedback, i.e., was it the “right” action to take? For example, in the case of virtual environments, where resource allocation changes to VMs can exhibit immediate performance improvements.

Finally, there are systems that face situations where they do not receive immediate feedback and where the current decisions can potentially impact performance over a long horizon. For example, in a distributed storage tiering service, moving infrequently accessed data from SSDs to HDDs may exhibit a delayed penalty after a non-expected future access. Although this setting can be seen as an extension of the previous approach, the feedback sparsity makes the problem (much) harder to learn. By leveraging reinforcement learning-based techniques [199, 201, 198], these systems would be able to perform tasks with non-immediate feedback, as well as adapt to changing dynamics.

All in all, there are many machine learning modeling techniques to choose from when applying ML to optimize distributed systems. As a rule of thumb, simplicity is something that should always be a key goal in the system design and unnecessary complexity should be avoided.

1.4 The Roles of Machine Learning in Distributed Systems

Besides the different machine learning modeling strategies we can use to optimize distributed systems, the control we have on the system itself is crucial in determining the role ML will play and (potentially) its impact. Applying ML to a system where we have no control over its internals is different from doing so to a system where we can change/augment its core. Similarly, applying ML to a system with years in production is different than creating a brand new system with built-in ML capabilities from the ground up.

Depending on whether we can alter or augment the policies according to which decisions are made in a distributed system, machine learning could be used as an enabler for “smarter” policies. For example, ML-based policies could be used to decide when to trigger background maintenance tasks in black-box distributed storage systems in order to reduce end-user access latency and min-
imize interference with foreground work. Herein, as the ML-based policy would not be that well integrated to the core of the system itself, it may experience delayed feedback on whether the decisions made were “good” or “bad”. Hence, a reinforcement learning-based technique might be the right modeling approach.

In the case where we have greater control, a more powerful role for ML would be to complement, augment, or perhaps replace core system mechanisms. For example, an ML-based mechanism could be leveraged to manage resource allocations in gray-box virtual execution environments, thus complementing typical memory reclamation techniques (e.g., ballooning, hypervisor swapping) and helping to multiplex the underlying physical resources. As the ML-based mechanism would be part of the system itself, it might be able to get immediate feedback of how it is doing, therefore, a bandit-based approach may be more appropriate.

Finally, whenever we have full control (i.e., white-box system) or we are at an early design stage, we could treat ML as a first-class citizen. In other words, we could co-design the system together with machine learning so that they are aware of each other: ML-aware system and system-aware ML. For example, this ML-System co-design could be used to efficiently trade-off computation and communication in distributed systems in order to perform cost-effective training of machine learning models across continents.

In this thesis, we present three case studies of applying machine learning to optimize distributed systems, from a simpler ML-based policy application, passing through an intermediate ML-based mechanism, to the more involved case of using ML-System co-design.

1.5 The Challenges of Machine Learning for Distributed Systems

Researchers are starting to leverage advances in machine learning to optimize systems, either by augmenting or replacing current heuristics and data structures \cite{97,119}. However, even though machine learning for systems is a very promising field, the space has only been lightly explored, arguably, due to the many challenges involved in the process. In this section, we describe some of the common challenges of using machine learning to optimize distributed systems, and how we address them in our work.
First, we need a strategy to overcome the cold start problem, especially in the bandit or reinforcement learning-based approaches, where it might take too long to distill a proper model. We want our systems to make the right decisions as soon as possible in order to minimize the costly trial and error interactions with the real environments. In this case, we propose bootstrapping the learning agents with already-collected historical traces as well as simulations. By this means, we leverage transfer learning in order to expose the agents to a broad set of relevant situations in advance, which would accelerate training and steer the systems towards more efficient states faster, thus reducing the sample complexity.

Second, we need proper setups for the machine learning models. Such setups depend on how the systems are structured in terms of what features can be collected and how the performance can be quantified. In other words, we require “cheap” mechanisms to gather sufficient training data to feed into these (oftentimes) data hungry models. To aid in the learning process, we create efficient sensing mechanisms as well as extend existing logging infrastructure in order to provide our models with a global though fine-grained view of the underlying system components. Further, we propose intuitive yet powerful functions that promote high-performance system behavior.

Third, we need an efficient way to represent high-dimensional spaces and estimate performance valuations of unseen conditions. Moreover, we need our systems to be able to make seemingly sub-optimal decisions in search of better overall performance. To this end, we leverage different ML techniques to efficiently encode high-dimensional data and we rely on regularization mechanisms to ensure the models can generalize to real end-user workloads. Further, we foster our learning agents to explore, within safety bounds, different states so as to build better approximations of the true underlying dynamics.

Finally, we should not disrupt the normal functioning of the systems, i.e., we should be extra cautious and make careful decisions in order not to impair their correct behavior. Further, in the quest for real-world adoption, we need to provide insight to the operators about the models’ decisions; that is, we should encourage interpretability in our models. To this end, we promote safety by revising ML-based decisions with manual rules to flag abnormalities and potentially discarding the machine learning-based recommendations. Moreover, we leverage models that provide uncer-
tainty in their predictions so as to aid the domain experts in better understanding the algorithms’
decision-making process.

Overall, we follow a data-driven approach, where we use both data from real-world systems
running in production and simulations in order to initialize our models. Besides leveraging existing
ML algorithms, we develop the artifacts necessary for improving distributed systems’ efficiency
and performance, with support for heterogeneous workloads and environments, and time-varying
resource needs.

1.6 Contributions

This thesis proposes using machine learning to optimize distributed systems. In order to demon-
strate the effect of these ML-based optimizations, we design, implement, augment, and evaluate
three real-world systems: 1) CURATOR, a framework that safeguards the health and performance of
distributed storage systems by leveraging *ML-based policies* to schedule background maintenance
tasks using *reinforcement learning*, 2) ADARES, an adaptive system that relies on an *ML-based
mechanism* to dynamically adjust virtual machine resources running in virtual execution environ-
ments using *bandit-based techniques*, and 3) PULPO, a federation-based *system co-designed with
machine learning* optimization techniques to efficiently train models from geo-distributed datasets.

<table>
<thead>
<tr>
<th>Distributed System</th>
<th>Context</th>
<th>ML Role</th>
<th>Modeling Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>CURATOR</td>
<td>Distributed Storage System</td>
<td>Policy</td>
<td>Reinforcement Learning</td>
</tr>
<tr>
<td>ADARES</td>
<td>Virtual Execution Environment</td>
<td>Mechanism</td>
<td>Contextual Bandits</td>
</tr>
<tr>
<td>PULPO</td>
<td>Geo-Distributed Machine Learning</td>
<td>First-class Citizen</td>
<td>ML-System Co-Design</td>
</tr>
</tbody>
</table>

Table 1.1: Contributions Summary
1.6.1 ML-based Policies: CURATOR

Today’s cluster storage systems embody significant functionality in order to support the needs of enterprise clusters. For example, they provide automatic replication and recovery to deal with faults, they support scaling, and provide seamless integration of both solid-state and hard disk drives. Further, they support storage workloads suited for VMs, through mechanisms such as snapshotting and automatic reclamation of unnecessary data, as well as perform space-saving transformations such as dedupe, compression, erasure coding, etc.

Closer examination of these tasks reveals that much of their functionality can be performed in the background. Based on this observation, herein, we present the design and implementation of CURATOR, a background self-managing layer for storage in enterprise clusters. In particular, we perform this work in the context of a commercial enterprise cluster product developed by Nutanix. Nutanix is a provider of enterprise clusters, which blends web-scale engineering and consumer-grade design to natively converge server, storage, virtualization, and networking, into a resilient, software-defined solution[1]

CURATOR is an extensible, flexible, and scalable framework that was developed over a period of five years, and has been deployed on thousands of enterprise clusters. CURATOR is mainly comprised of two core components:

1. A background execution framework for cluster management tasks, where all the tasks can be expressed as MapReduce-style operations over the corresponding data.

2. A replicated and consistent key-value store, where all the important metadata of the storage system is maintained.

Herein, we report on the performance of the system. We find that the system performs garbage collection and replication effectively, balances disks, and makes storage access efficient through a number of optimizations. The resulting framework is general enough to incorporate a wide variety of background transformations.

Nonetheless, we notice that the deployed scheduling heuristics do not necessarily work well in all clusters as there is significant heterogeneity across them as well as important workload fluctuations over time. Therefore, we propose to augment CURATOR with an ML-based policy to address the issues of when should these background management tasks be performed and how much work they should do. Our ML-based scheduling policy uses reinforcement learning to drive the scheduling decisions, leverages historical data from real clusters to speed up training, and has the ability to learn over time and adapt to (changing) workload characteristics.

We focus our efforts on the following tiering question: how much data to keep in SSDs and HDDs? Empirical evaluation on five simulated workloads on real clusters confirms the general validity of our approach, and shows up to \(\sim 35\%\) improvements in SSD hits and up to \(\sim 20\%\) latency reductions over threshold-based approaches.

1.6.2 ML-based Mechanisms: ADARES

Virtual execution environments are widely used in industry as they provide a high degree of flexibility and allow efficient use of cluster resources. An application that might otherwise require a dedicated server to run, can be deployed as a virtual machine (VM) and executed together with other VMs on the same physical hardware, thus enabling more efficient use of resources [210].

There are however many hurdles in achieving both high system efficiency and optimal VM performance. For example, users typically allocate resources to VMs based on guesswork, which hardly matches the actual resource needs of the applications. Even more, the application workload for a VM typically changes over time [24, 76, 64, 102], rendering static resource allocation settings inappropriate.

Incorrect resource allocations can result in a variety of problems. VMs that are not provided enough resources could experience significant application level penalties, such as trashing or swapping. Further, VMs that underutilize their resources could affect the overall system efficiency, whereas VMs that starve resources could potentially damage other VMs, which could have otherwise benefited from those extra resources [215, 216, 23, 214]. This motivates the need for a system that adaptively changes the amount of system resources allocated to each VM in a cluster.
Herein, we first perform a large-scale measurement study of clusters to characterize the resource needs for VMs in the real-world. We gather an extensive dataset by instrumenting more than 3.6K enterprise clusters running the same commercial computation and storage virtualization product developed by Nutanix as before. Our analysis allows us to quantify the extent to which user-configured resource allocations are incorrect and the overall impact on cluster efficiency. Among our main findings, we observe VM instances with significant amounts of overprovisioning as well as some underprovisioning. Further, we find significant variation across time and VMs within a cluster, which renders static resource allocations ineffective.

Unlike most existing traces [54, 172, 224, 149], our data refers to privately managed, enterprise clusters that are provisioned and operated independently by 2k+ different companies. Such environments have received little attention despite representing an important virtualization environment that is extensively used by companies [174]. Furthermore, the traces we collect contain a richer set of metrics (e.g., VM memory usage, effective I/O operations, etc.) than most other traces, enabling a more thorough analysis of the resource allocation problem.

Based on our findings, we design and build ADARES, an adaptive system that leverages an ML-based mechanism to automatically optimize VM resource allocations in real clusters. ADARES uses the multi-armed bandit framework with contextual information [125], also known as contextual bandits, to dynamically tune VM resources, namely virtual CPUs (vCPUs) and memory. By design, the contextual bandits framework allows a cluster manager to adapt to the VM workload characteristics through online learning, and represents a natural half-way point between supervised learning and reinforcement learning [6, 131, 28, 125].

A key challenge in leveraging contextual bandits in our setting is the “unsafe” exploration that is required for learning something useful. In other words, we need to be careful of the changes we perform to the VMs as we do not want to (permanently) impair them. To address this challenge, we build a cluster simulator from data collected by running different benchmarks in experimental clusters. We then initialize (or warm-up) our model(s) offline using the simulator, and transfer the knowledge gained in the simulated environment to the real clusters, in order to conduct safer configuration changes as well as speeding up training [161] 85, which translates into up to 2×
resource savings when compared to models learned from scratch. We also leverage the cluster’s instrumentation by providing our model a full picture of the cluster, node and VM states, so that it can make more informed decisions.

Empirical evaluation on synthetic workloads on real clusters shows that our ML-based mechanism reduces compute and memory allocations by up to 35% and 60% respectively, while achieving more predictable VM-level performance, when compared to other non-trivial baselines.

1.6.3 ML-System Co-Design: PULPO

Modern organizations have a planetary footprint. Data is created where users and systems are located, all around the globe. The reason for this is mainly two-fold: 1) minimizing latency between serving infrastructure and end-users, and 2) respecting regulatory constraints, that might require data about citizens of a nation to reside within the nation’s borders.

On the other hand, many machine learning applications require access to all that data at once to build accurate models. For example, fraud prevention systems benefit tremendously from the global picture in both finance and communication networks, recommendation systems rely on the maximum breadth of data to overcome cold start problems, and the predictive maintenance revolution is only possible because of data from all markets. These types of applications that deal with geo-distributed datasets belong to a class of learning problems, which we call geo-distributed machine learning (GDML).

The state-of-the-art approach machine learning from decentralized datasets is to centralize them. This involves a two-step process: 1) the various partitions of data are copied into a single data center—thus recreating the overall dataset in a central location, and 2) learning takes place there, using existing intra-data center technologies. Based on conversations with practitioners at Microsoft, we gather that this centralized approach is predominant in most practical settings. This is consistent with reports on the infrastructures of other large organizations, such as Facebook [206], Twitter [130], and LinkedIn [17].

The reason for its popularity is two-fold, on the one hand, centralizing the data is the easiest way to reuse existing machine learning frameworks [231, 137, 132], and on the other hand,
machine learning algorithms are notoriously communication-intensive, and thus assumed to be non-amenable to cross-data center execution.

The centralized approach has two key shortcomings:

1. It consumes large amounts of cross-data center (X-DC) bandwidth (in order to copy the raw data to a single location). Wide-area network bandwidth has been shown to be scarce, expensive, and growing at a slower pace than most other intra-data center (in-DC) resources [169, 217, 126, 95].

2. It requires raw data to be copied across data centers, thus potentially across national borders. While international regulations are quickly evolving, we speculate that the growing concerns regarding privacy and data sovereignty [87, 67, 176, 75] might become a key limiting factor to the applicability of centralized learning approaches.

We hypothesize that both challenges will persist or grow in the future [219, 108].

In this work, we propose PULPO, a system that enables geo-distributed learning, where raw data is kept in place, and learning tasks are executed in a cross-data center fashion. We show that, by co-designing the system with machine learning, PULPO can achieve orders of magnitude lower cross-data center bandwidth consumption in many practical settings. In particular, PULPO leverages optimization-based techniques [139] together with a distributed resource management fabric to perform efficient geo-distributed training.

Moreover, as the geo-distributed learning approach PULPO enables does not require to copy raw data outside their native data center (only statistics and estimates are copied), it is structurally better positioned to deal with evolving regulatory constraints. A detailed study of this legal aspect of the geo-distributed approach is beyond the scope of this work.

The solution we propose serves as an example for a new generation of co-designed systems and learning algorithms, and allows us to present the first study on the relative efficiency of centralized versus geo-distributed approaches. In this work, we concentrate on two key metrics: cross-data center bandwidth consumption and learning runtime. Note that while the above metrics are of great
practical relevance, many other dimensions (e.g., resilience to catastrophic data center failures) are worth considering when comparing alternative approaches.

We show experimentally that properly designed centralized solutions can achieve faster learning times (when the data copy latency is hidden by streaming data as it becomes available), but that co-designed distributed solutions with ML can achieve much lower cross-data center bandwidth utilization, and thus substantially lower cost for large-scale learning.

1.7 Organization

The remainder of this thesis is structured as follows:

Chapter 2 introduces ML background information and related work of each of the techniques used.
Chapter 3 introduces CURATOR and describes its reinforcement-learning task scheduling policy.
Chapter 4 describes ADARES and its bandit-based mechanism to adjust VM resources.
Chapter 5 presents PULPO, and its co-design with ML to reduce communication costs.
Chapter 6 concludes.


2  |  Background and Related Work

In this chapter we present the necessary background information and general related work of systems optimized using machine learning. The literature on methods for machine learning can be overwhelming, and different techniques are more appropriate for different scenarios. Broadly speaking, we can encompass machine learning into three main types: supervised learning, unsupervised learning, and reinforcement learning.

Besides the above three, another very powerful framework, though oftentimes overlooked in the systems community, is the bandit framework. In particular, we are interested in contextual bandits, which can be considered a natural half-way point between supervised learning and reinforcement learning. The construction of context using features comes from supervised learning, while exploration, necessary for good performance, is inherited from reinforcement learning [6]. Herein, we provide an overview of supervised learning, contextual bandits, and reinforcement learning.

2.1 Supervised Learning-based Techniques

2.1.1 Background

Although we do not use supervised learning per se to optimize any system in this work, we do leverage optimization-based techniques that can be used for training supervised learning models. Thus, we include a brief overview of supervised machine learning here as well as an introduction to distributed methods.

In supervised learning, the goal is to learn a mapping from inputs $x$ to outputs $y$, given a labeled dataset $D = \{x_i, y_i\}_{i=1}^N$, where $N$ is the number of training examples. In general, each training
input $x_i$ is a $d$-dimensional vector of numbers, called feature vector, and each output $y_i$ is either a categorical or nominal variable (e.g., spam or ham), in which case is called a classification problem, or a real-valued scalar (e.g., salary), in which case is called a regression problem [155].

The learning goal can be expressed as an objective function (e.g., low error when predicting a person’s salary). Generally, by minimizing this function, the ML algorithm obtains a model (e.g., a $d$-dimensional vector of numbers, where each of the numbers is called a model parameter) capable of making predictions on future unseen inputs. In general, there is no closed-form solution, thus the algorithm iteratively refines the model using some mathematical optimization technique in order to approach the optimal solution [132].

However, oftentimes, training a model in a single machine might become infeasible, mainly in terms of training time, provided the dataset is large enough [127]. In such context, distributed machine learning (DML) emerged as a natural way to scale out learning algorithms [163], where the dataset is partitioned among multiple worker nodes. Note that the vast majority of datasets are horizontally partitioned, wherein subsets of examples are stored at different nodes. In general, learning proceeds in communication rounds. At each round, a server node sends the current algorithm state (e.g., the model parameters) to the workers. Each worker node then performs some local computation based on the state received and its shard of the dataset, and sends an update to the server. The server applies the updates to the algorithm state, and the process repeats [144].

Traditional DML typically focuses on distributing computation across machines within a single data center to accelerate training, and many systems offer different abstractions for running learning algorithms in this mode [132, 137, 146, 4, 225, 49].

2.1.2 Related Work

A considerable amount of literature has been published on applying different supervised learning techniques into systems.

There has been some work on failure and troubleshooting of systems using supervised learning. For example, the work by Fulp et al. [83] focuses on predicting computer system failures using support vector machines (SVMs) [40]. CLUEBOX [179] leverages available performance logs
to characterize workloads, predict performance, and discover anomalous behavior using random forests [36]. Other studies apply ML techniques to make systems more secure. One such system is HeatRay [68], which uses SVMs for driving security configuration changes to combat identity snowball attacks.

More recent applications of ML into systems encompass areas such as data structure design [119], microarchitecture [97], compilers [57], and caches [26]. Kraska et al. [119] uses linear models and neural networks to enhance/replace indexed structures, such as B-Trees or Bloom filters, by leveraging the distribution of the data being indexed. Hashemi et al. [97] treats prefetching as a machine learning classification problem. They use deep learning to predict future memory accesses that will miss in the on-chip cache and access memory based on past history.

The work by Bortnikov [32] proposes using gradient-boosted decision trees [82] to predict the slowdown of a task compared to other similar tasks in order to proactively avoid stragglers in distributed analytical systems. Within the same line of work, Yadwadkar et al. [226, 227] uses SVMs to predict if a node is too busy to finish a task in a timely manner. They then modify the cluster scheduler to use those predictions so as to avoid creating stragglers.

Further, DeepMind created an efficient and adaptive framework to understand data centre dynamics and optimize efficiency using ML [60]. In particular, they leverage historical data such as temperatures, power, pump speeds, to train an ensemble of neural networks to improve power usage effectiveness.

2.2 Bandit-based Techniques

2.2.1 Background

2.2.1.1 Contextual Bandits

There is another type of learning problem that falls under the category of multi-armed bandit (MAB) with contextual information. In this problem, also known as contextual bandits, an agent collects rewards for actions taken over a sequence of rounds. In each round, the agent chooses the action to take based on: 1) context (or features) of the current round, and 2) feedback (or rewards)
obtained in the previous rounds. In any given round, the agent observes only the reward for the chosen action, thus the feedback is said to be partial [6].

More formally, the learning agent proceeds in a sequence of discrete trials, \( t = 1, 2, 3, \ldots \). At each trial \( t \), the agent observes the context \( x_t \), and selects an action, \( a_t \in \mathcal{A}_t \), where \( \mathcal{A}_t \) is the set of all actions available at time \( t \). The agent then receives a reward, \( r_{t,a_t} \in [0, 1] \), and improves its action-selection strategy with the tuple \((x_t, a_t, r_{t,a_t})\) [131].

The total reward for the agent after \( T \) trials is defined as \( \sum_{t=1}^{T} r_{t,a_t} \). Similarly, the optimal expected \( T \)-trial reward is defined as \( E[\sum_{t=1}^{T} r_{t,a^*_t}] \), where \( a^*_t \) is the action with the maximum expected reward at trial \( t \). The goal of the agent is to maximize the expected reward, or, equivalently, minimize the regret with respect to the optimal action-selection strategy. The regret of the agent after \( T \) trials is formally defined as follows:

\[
R(T) = E[\sum_{t=1}^{T} r_{t,a^*_t}] - E[\sum_{t=1}^{T} r_{t,a_t}]
\] (2.1)

A fundamental challenge in bandit problems is the need for balancing exploration and exploitation. In order to minimize the regret in Equation 2.1, the agent exploits its past experience and chooses the action that appears to be the best. However, that action might be sub-optimal due to the agent’s insufficient knowledge. Instead, the agent may need to explore by selecting seemingly sub-optimal actions in order to gather more knowledge about them [131].

Common applications of contextual bandits include, but are not limited to, personalized news recommendations, clinical trials, and mobile health interventions [203, 28]. There are many algorithms for contextual bandits, such as EXP4 [38], Epoch-Greedy [125], and LinUCB [131]. We describe the latter next.

### 2.2.1.2 LinUCB

LinUCB [131] is an upper confidence bound (UBC) algorithm. In trial \( t \), these algorithms [7, 16] estimate both the mean reward \( \hat{\mu}_{t,a} \) of each action \( a \) as well as a confidence interval \( c_{t,a} \), so that \(|\hat{\mu}_{t,a} - \mu_a| < c_{t,a}\) holds with high probability. Then, they select the action with the highest upper
confidence bound \( a_t = \arg \max_a (\hat{\mu}_{t,a} + c_{t,a}) \).

Given some parametric form of reward function, different methods exist to estimate the confidence interval of the parameters from which we can compute the UCB of the different actions. However, those approaches are typically expensive as they discard the structure of the contexts, even though the contexts often have structure [38].

Li et al. [131] shows that a confidence interval can be computed efficiently in closed form when the payoff model is linear. LinUCB assumes that the reward given a context follows a linear structure with noise. Although this is a strong assumption, it makes the problem computationally tractable and works well in practice.

### 2.2.2 Related Work

In recent years, there has been an increasing amount of literature on using bandit-based techniques to optimize systems. In particular, bandits have gained more attraction in the database community. For example, Cuttlefish [109] supports adaptive processing of online database query plans using the multi-armed bandit framework. The system explores candidate physical operator instances during query execution and exploits the fastest ones using Thompson sampling [143, 8]. Another adaptive query processing framework that leverages bandits is Micro Adaptivity [170], conceived as part of Vectorwise [237]. It uses epoch-based \( \varepsilon \)-greedy bandit policies to select between several black-box “flavors” of vectorized operators at each function call. OtterTune [209] is an autonomic DBMS that leverages Gaussian Processes [194] to effectively explore/exploit the high-dimensional space of DBMS configuration parameters.

Pytheas [107] leverages bandits to optimize quality of experience in networked applications, such as video streaming, internet telephony, and social networks. RE\( ^X \) [164] is a framework for self-adaptive software architectures that uses Thompson sampling to solve the search space explosion problem inherent in runtime emergent software. By using a bandit-based approach, the authors show how a web server can be autonomously assembled from discovered parts, and how the system can subsequently be optimized by seamlessly reassembling it from alternative components.

SiblingRivalry [13] applies bandit-based techniques to allow parallel programs to continuously
adapt and optimize themselves to their execution environment. Similarly, OpenTuner [12] also uses bandits for program auto-tuning to help narrowing down the search space; that is, techniques which perform well by finding better configurations are allocated larger budgets of tests to run, whereas techniques which perform poorly are allocated fewer tests or disabled entirely.

JouleGuard [100] is a runtime control system that coordinates approximate applications with system resource usage to optimize energy consumption. It identifies the most energy efficient system configuration using the multi-armed bandit framework.

Recent work leverages contextual bandits to perform off-policy evaluation in distributed systems, i.e., it uses already-collected data from deployed policies in current systems to evaluate new candidate policies offline [129]. In their work, the authors develop a methodology for harvesting existing randomness without intervening in live systems. In particular, they apply their methodology to machine health monitoring in Microsoft Azure, load balancing, and caching problems.

Finally, the popular system NEXT [106] facilitates the development, testing, and deployment of bandit algorithms (and active learning in general) for real applications.

2.3 Reinforcement Learning-based Techniques

2.3.1 Background

2.3.1.1 Reinforcement Learning

Reinforcement learning (RL) can be thought of an extension of contextual bandits, where the actions change the state of the world. More formally, the agent interacts with its environment in a sequence of discrete time steps, $t = 0, 1, 2, 3, \ldots$. At each time step $t$, the agent senses the environment’s state, $s_t \in S$, where $S$ is the set of all possible states, and selects an action, $a_t \in \mathcal{A}_{s_t}$, where $\mathcal{A}_{s_t}$ is the set of all actions available in state $s_t$. The agent receives a reward, $r_{t+1} \in \mathbb{R}$, and finds itself in a new state, $s_{t+1} \in S$.

RL is about learning a policy $\pi$ that maps situations to actions, so as to maximize a numerical reward signal over the long run. If the sequence of rewards received after time step $t$ is $r_{t+1}, r_{t+2}, r_{t+3}, \ldots$, then the objective of learning is to maximize the expected discounted return.
The discounted return $R_t$ is given by:

$$R_t = r_{t+1} + \gamma r_{t+2} + \gamma^2 r_{t+3} + ... = \sum_{k=0}^{\infty} \gamma^k r_{t+k+1}$$

where $0 \leq \gamma \leq 1$ is called the discount factor. $\gamma = 0$ will make the agent “myopic” (or short-sighted) by only considering immediate rewards, while $\gamma \to 1$ will make it strive for a long-term high reward [199].

At every time step $t$, the agent is not told which actions to take, but instead, it must discover which actions yield the most reward by trying them out [199]. As with contextual bandits, there are two things that are useful for the agent to do, known as the exploration/exploitation trade-off. It can either exploit the knowledge that it has and find a good policy with respect to this knowledge, at the risk of missing some large reward out there, or it can explore the state space in search of a region with more reward, at the risk of wasting time or collecting punishments.

In general, reinforcement learning can be applicable to situations where we cannot immediately reject the hypothesis that, when taking action $a_t$ in state $s_t$, the next state $s_{t+1}$ and reward $r_{t+1}$ is independent and identically distributed (iid), and this can be determined with statistical tests.

Many RL algorithms involve estimating value functions, which are functions of states (or state-action pairs) that estimate how good, in terms of expected discounted return, it is for the agent to be in a given state (or how good it is to perform a given action in a given state). As the rewards an agent will expect in the future depend on the actions it will take, value functions are defined with respect to policies (i.e., the mapping of states to actions). Roughly speaking, RL is about finding the policy $\pi^*$ that achieves the highest reward over the long run, known as the optimal policy [199].

There are many RL algorithms, such as policy gradient methods [200], dynamic programming methods [27], and Q-learning [220]. We describe the latter next.

### 2.3.1.2 Q-learning

Q-learning [220] is a model-free reinforcement learning algorithm, which falls under the class of temporal difference methods [201] [198], where an agent tries an action $a_t$ at a particular state $s_t$, and evaluates its effects in terms of the immediate reward $r_{t+1}$ it receives and its estimate of the
value of the state $s_{t+1}$ to which it is taken. By repeatedly trying all actions in all states, it learns which ones are best, i.e., it learns the optimal policy $\pi^*$, judged by long-term discounted return.

Q-learning uses a function $Q$ that accepts a state $s_t$ and action $a_t$, and outputs the value of that state-action pair, which is the estimate of the expected value (discounted return) of doing action $a_t$ in state $s_t$ and then following the optimal policy $\pi^*$ [122]. Its simplest form, one-step Q-learning, is given by:

$$Q(s_t, a_t) = Q(s_t, a_t) + \alpha[r_{t+1} + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t)]$$

or, equivalently:

$$Q(s_t, a_t) = (1 - \alpha)Q(s_t, a_t) + \alpha(r_{t+1} + \gamma \max_a Q(s_{t+1}, a))$$

where $0 \leq \alpha \leq 1$ is the learning rate, and determines to what extent the new information will override the old one. A factor of 0 will make the agent not learn anything, while a factor of 1 would make the agent consider only the newly acquired information.

The $Q$-function above can be implemented using a simple lookup table. Nevertheless, when the state-action space is large, e.g., continuous spaces, storing $Q$-values in a table becomes intractable. The $Q$-function needs to be approximated by a function approximator. The compression achieved by a function approximator allows the agent to generalize from states it has visited to states it has not. The most important aspect of function approximation is not just related to the space saved, but rather to the fact that it enables generalization over input spaces [178].

Q-learning tends to work well when the state space is large, can be naturally implemented in an online fashion, and has the ability to learn without requiring a model of the environment [11, 199].

2.3.2 Related Work

Recent successes in deep reinforcement learning [153, 152] have made it increasingly popular among the systems community. Applying RL to optimize systems covers a wide spectrum of systems, in particular, deep reinforcement learning has been shown to vastly outperform traditional
heuristics in topics such as scheduling [148, 147], resource management [141], and data center traffic optimization [47].

The work by Mirhoseini et al. [148] introduces a hierarchical model for placement of computational graphs onto different hardware devices, such as CPUs and GPUs. They use deep reinforcement learning to learn graph operation assignments to groups and to allocate those groups to available devices. Their agent is optimized for speed of computation and for feasibility, i.e., to have sufficient memory available on each device for the computation assigned.

DeepRM [141] uses RL to train a neural network for multi-dimensional resource packing. In particular, DeepRM uses policy gradient methods [200] to optimize various objectives such as minimizing average job slowdown or completion time, and performs comparably to state-of-the-art heuristics while being able to adapt to different conditions.

In AuTO [47], the authors propose using deep reinforcement learning for traffic optimizations in data centers, specifically, flow scheduling and load balancing. Their system can adapt to voluminous, uncertain, and volatile data center traffic, while achieving operator-defined goals. Further, the work by Boyan et al. [34] proposes Q-routing, an algorithm for packet routing, in which a reinforcement learning module is embedded into each node of a switching network, where routing decisions lead to minimal delivery times when compared to non-adaptive algorithms based on precomputed shortest paths.

Reinforcement learning-based techniques have also been used for adaptive video streaming. In particular, Pensieve [142] trains a neural network using A3C [151], a state-of-the-art actor-critic RL algorithm, to select bitrates for future video chunks based on observations collected by client video players. Li et al. [134] proposes an end-to-end cooling control system also based on the actor critic framework and an offline version of the deep deterministic policy gradient algorithm [135] to minimize cooling consumption in data centers; an alternative approach to Google’s DeepMind [60].
Modern cluster storage systems perform a variety of background tasks to improve the performance, availability, durability, and cost-efficiency of stored data. For example, cleaners compact fragmented data to generate long sequential runs, tiering services automatically migrate data between solid-state and hard disk drives based on usage, recovery mechanisms replicate data to improve availability and durability in the face of failures, cost saving techniques perform data transformations to reduce the storage costs, and so on.

In this work, we present CURATOR, a background MapReduce-style execution framework for cluster management tasks, in the context of a distributed storage system used in Nutanix enterprise clusters. We describe CURATOR’s design and implementation, and evaluate its performance using a handful of relevant metrics.

Finally, we propose augmenting CURATOR’s scheduler with an ML-based policy to decide when to execute the management tasks, which can adapt to varying workload characteristics. In particular, we use reinforcement learning to identify efficient execution policies. Our approach leverages historical data from real clusters to speed up training, and shows performance improvements over other baselines. For example, empirical evaluation on simulated workloads on real clusters shows latency reductions of up to \( \sim 20\% \) when compared to a threshold-based approach.
In summary, the main contributions of this work are:

- We provide an extensive description of the design and implementation of CURATOR, an advanced distributed cluster background management system, which performs, among others, data migration between storage tiers based on usage, data replication, disk balancing, garbage collection, etc.

- We present measurements on the benefits of CURATOR using a number of relevant metrics, e.g., latency, I/O operations per second (IOPS), disk usage, etc., in a contained local environment as well as in customer deployments and internal corporate clusters.

- Finally, we propose an ML-based policy to augment CURATOR’s scheduler. Our approach uses reinforcement learning to decide when to trigger the background maintenance tasks and leverages already-collected data from production clusters to accelerate training. Empirical results on a storage tiering task demonstrate the benefits of our solution.

We structure this chapter as follows: Section 3.1 presents an overview of the cluster architecture and introduces the data structures used to store the data and metadata in the storage system. Then, we provide an extensive description of the design and implementation of CURATOR, together with our reinforcement learning formulation in Section 3.2. We show evaluation results in Section 3.3 related work in Section 3.4 and summarize in Section 3.5.

3.1 Distributed Storage for Enterprise Clusters

We perform this work in the context of a distributed storage system designed by Nutanix for enterprise clusters. In this section, we provide an overview of the software architecture, the key features provided by the storage system, and the data structures used to support them. Herein, we present the necessary background information for understanding the design of CURATOR.
3.1.1 Clusters Architecture

Nutanix is a well-known provider of enterprise cloud platforms. Their software architecture is designed for clusters of varying sizes. They have cluster deployments at a few thousand different customer locations, with cluster sizes typically ranging from a few nodes to a few dozens of nodes. Cluster nodes might have heterogeneous resources, since customers add nodes based on need.

Their clusters support virtualized execution of (legacy) applications, typically packaged as VMs. The cluster management software provides a management layer for users to create, start, stop, and destroy VMs. Further, this software automatically schedules and migrates VMs taking into account the current cluster membership and the load on each of the individual nodes. These tasks are performed by a controller virtual machine (CVM) running on each node in the cluster.

The CVMs work together to form a distributed system that manages all the storage resources in the cluster. The CVMs and the storage resources that they manage provide the abstraction of a distributed storage fabric (DSF) that scales with the number of nodes and provides transparent storage access to user VMs (UVMs) running on any node in the cluster.\footnote{We use VMs and UVMs interchangeably throughout this thesis.}

Figure 3.1 shows a high-level overview of the cluster architecture. Applications running in
VMs access the DSF using legacy filesystem interfaces (such as NFS, iSCSI, or SMB). Operations on these legacy filesystem interfaces are interposed at the hypervisor layer and redirected to the CVM. The CVM exports one or more block devices that appear as disks to the VMs. These block devices are virtual (they are implemented by the software running inside the CVMs), and are known as vDisks. Thus, to the VMs, the CVMs appear to be exporting a storage area network (SAN) that contains some disks on which the operations are performed.

Unlike SAN/NAS and other related solutions (e.g., OneFS [74], zFS [175], GlusterFS [89], LustreFS [196], GPFS [181]), the cluster nodes serve as both VM compute nodes as well as storage nodes. All user data (including the operating system) in the user VMs resides on these vDisks, and the vDisk operations are eventually mapped to some physical storage device (SSDs or HDDs) located anywhere inside the cluster.

Crucially, the cluster management software has a comprehensive view regarding cluster state and thus can be instrumented to provide valuable measurement data. We can collect data regarding resource utilization on different nodes and VMs (e.g., CPU, memory, storage), the number of VMs running on a node, the I/O operations performed (since all data access is mediated by the cluster storage layer), as well as cluster health attributes. We use this data in our study, collected from different layers of the Nutanix cluster architecture.

3.1.2 Storage System and Associated Data Structures

We now describe the key requirements of the distributed storage fabric and how these requirements influence the data structures used for storing the metadata and the design of CURATOR.

**R1 Reliability/Resiliency:** the system should be able to handle failures in a timely manner.

**R2 Locality preserving:** data should be migrated to the node running the VM that frequently accesses it.

**R3 Tiered Storage:** data should be tiered across SSDs, hard drives, and the public cloud. Further, the SSD tier should not merely serve as a caching layer for hot data, but also as permanent
R4 **Snapshot-able:** the system should allow users to quickly create snapshots for greater robustness.

R5 **Space efficient:** the system should achieve high storage efficiency while supporting legacy applications and without making any assumptions regarding file sizes or other workload patterns.

R6 **Scalability:** the throughput of the system should scale with the number of nodes in the system.

The above set of requirements manifest in the design of CURATOR in two ways: 1) the set of data structures that are used for storing the metadata, and 2) the set of management tasks that will be performed by the system. We discuss the data structures below and defer the management tasks performed by CURATOR to Section 3.2.3.

Each vDisk introduced in Section 3.1.1 corresponds to a virtual address space forming the individual bytes exposed as a disk to user VMs. Thus, if the vDisk is of size 1 TB, the corresponding address space maintained is 1 TB. This address space is broken up into equal sized units called vDisk blocks. The data in each vDisk block is physically stored on disk in units called extents. Extents are written/read/modified on a sub-extent basis (also known as slice) for granularity and efficiency. The extent size corresponds to the amount of live data inside a vDisk block; if the vDisk block contains unwritten regions, the extent size is smaller than the block size (thus satisfying R5).

Several extents are grouped together into a unit called an extent group. Each extent and extent group is assigned a unique identifier, referred to as extentID and extentGroupID respectively. An extent group is the unit of physical allocation and is stored as a file on disks, with hot extent groups stored in SSDs and cold extent groups on hard drives (R3). Extents and extent groups are dynamically distributed across nodes for fault-tolerance, disk balancing, and performance purposes (R1, R6).
Given the above core constructs (vDisks, extents, and extent groups), we now describe how the system stores the metadata that helps locate the actual content of each vDisk block. The metadata maintained by the storage system consists of the following three main maps:

- **vDiskBlock map**: maps a vDisk and an offset (to identify the vDisk block) to an extentID. It is a logical map.

- **extentID map**: maps an extent to the extent group that it is contained in. This is also a logical map.

- **extentGroupID map**: maps an extentGroupID to the physical location of the replicas of that extentGroupID and their current state. It is a physical map.

Here are a few implications regarding the aforementioned data structures. Multiple vDisks created through snapshots can share the same extent. The vDiskBlock map of a snapshot can either directly point to an extent shared with a prior snapshot or have a missing entry, in which case the vDiskBlock map of the previous snapshot is consulted. This facility allows for instantaneous creation of snapshots, i.e., the system can create an empty vDiskBlock map entry and have it point to the previous snapshot for all of its unfilled entries (R4). At the same time, it enables a later optimization of metadata lookup using lazy filling of the missing entries. When a vDisk block is updated on the new snapshot, a new extent is created to hold the updated data.

The level of indirection introduced by the extentID map allows efficient updates whenever data from one extent group is relocated to another (e.g., to optimize access), as it is a single place in which we store the physical extentGroupID in which the extent is located (thus aiding R2, R3).

Finally, a set of management operations can be performed by only consulting the extentGroupID map. For example, the system can detect (and repair) if the number of replicas for a given extentGroupID falls under certain threshold by only accessing this map (the logical maps will remain untouched), thus addressing R1.

Overall, the resulting data structures set up CURATOR to perform various management tasks in an efficient and responsive manner.
3.2 System Design

This section describes the design of CURATOR, a system that safeguards the DSF’s health and performance by executing background maintenance tasks. This section starts with a high-level description of the goals that determined the design of CURATOR, and then provide details of its architecture. We then present the tasks it performs, the policies under which those tasks are executed, and demonstrate CURATOR’s value with a set of empirical results of clusters in the wild. Finally, we propose a reinforcement learning-based formulation as a new scheduling policy for triggering the maintenance tasks.

3.2.1 Goals

CURATOR is the cluster management component responsible for managing and distributing various storage management tasks throughout the cluster, including continuous consistency checking, fault recovery, data migration, space reclamation, and many others. CURATOR oversees the overall state of cluster storage and takes actions as necessary.

CURATOR’s design is influenced by the following considerations:

- **Scalable:** The system should scale with the amount of storage served by the storage system and cope with heterogeneity in node resources.

- **Flexible and generic:** The system should provide a flexible and extensible framework that can support a broad class of background maintenance tasks.

- **Non-interfering:** CURATOR’s mechanisms should not interfere with nor complicate the operations of the underlying storage fabric.

3.2.2 Components

Based on the above considerations, CURATOR’s design encompasses four key components and/or concepts.
3.2.2.1 Distributed Metadata

The metadata (i.e., the maps introduced in Section 3.1.2) is stored in a distributed ring-like manner, based on a heavily modified Apache Cassandra, enhanced to provide strong consistency for updates to replicated keys. Paxos is utilized in order to guarantee correctness.

The decision behind having the metadata distributed lies in the fact that the system should not be bottlenecked by metadata operations. Although a distributed key-value store requires more hard work from the perspective of processing the metadata, it provides a way to scale from small clusters (say three nodes) to larger (hundreds of nodes) ones. However, many other commercial storage products have decided to keep the metadata in a single node; we observe two main issues with this approach: 1) special dedicated nodes for metadata cause a single point of failure, and 2) the vertical scale up requirement of such nodes—as the physical size of these storage nodes increases with the number of logical entities, they will need to be replaced or upgraded in terms of memory/CPU.

3.2.2.2 Distributed MapReduce Execution Framework

CURATOR runs as a background process on every node in the cluster using a master/slave architecture. The master is elected using Paxos, and is responsible for task and job delegation. CURATOR provides a MapReduce-style infrastructure to perform the metadata scans, with the master CURATOR process managing the execution of MapReduce operations. This ensures that CURATOR can scale with the amount of cluster storage, adapt to variability in resource availability across cluster nodes, and perform efficient scans/joins on metadata tables. Note that any metadata stored in a distributed key-value store should be able to utilize this MapReduce framework.

Although this framework bears resemblance to some data-parallel engines, such as Hadoop or Spark, the reason behind writing it from scratch instead of re-purposing an existing one was two-fold: 1) efficiency, as most of these open-source big data engines are not fully optimized to make a single node or a small cluster work efficiently, instead, they assume they will have enough compute as their deployments tend to scale out, and 2) their requirement of a distributed storage
system (e.g., HDFS), a recursive dependence that Nutanix did not want to have in the clustered storage system.

It is worth pointing out that having a background MapReduce process to do post-process/lazy storage optimization allows to achieve better latencies for user I/O. While serving an I/O request, the DSF does not have to make globally optimal decisions on where to put a piece of data nor what transformations (compression, dedupe, etc.) to apply on that data. Instead, it could make decisions based on minimal local context, which allows to serve user I/O faster. Later on, CURATOR in the background would re-examine those decisions and make a globally optimal choice for data placement and transformation.

3.2.2.3 Co-design of CURATOR with Underlying Storage System

The DSF provides an extended API for CURATOR, including but not limited to the following low-level operations: migrate an extent from one extent group to another, fix an extent group so that it meets the durability and consistency requirements, copy a block map from one vDisk to another, and perform a data transformation on an extent group.

CURATOR only performs operations on metadata, and gives hints to an I/O manager service in the storage system to act on the actual data. It is up to the storage system to follow CURATOR’s advice, e.g., it may disregard a suggestion of executing a task due to heavy load or if a concurrent storage system operation has rendered the operation unnecessary. CURATOR makes sure that the I/O manager knows the version of metadata it based its decision on. The I/O manager checks the validity of the operations based on metadata timestamps (for strong consistency tasks like garbage collection) or last modified time (for approximate tasks such as tiering). This approach also eliminates the need for CURATOR to hold locks on metadata in order to synchronize with the foreground tasks; concurrent changes only result in unnecessary operations and does not affect correctness.
3.2.2.4 Task Execution Modes and Priorities

During a MapReduce-based scan, the mappers and reducers are responsible for scanning the metadata in Cassandra, generating intermediate tables, and creating synchronous and asynchronous tasks to be performed by the DSF. Synchronous tasks are created for fast operations (e.g., delete a vDisk entry in the vDiskBlock metadata map) and are tied to the lifetime of the MapReduce job. Conversely, asynchronous tasks are meant for heavy operations (e.g., dedupe, compression, and replication) and are sent to the master periodically, which batches them, and sends them to the underlying storage system for later execution (with throttling enabled during high load).

These tasks are not tied to the lifetime of the MapReduce job. Note that although these tasks are generated based on a cluster-wide global view using MapReduce-based scans, their execution is actually done in the individual nodes paced at a rate suitable to each node’s workload. The rate depends on the CPU/disk bandwidth available at each node. In other words, the system computes what tasks need to be performed in a bulk-synchronous manner, but executes them independently (in any order) per node.

3.2.3 Management Tasks

In this section, we describe how CURATOR’s components work together to perform four main categories of tasks. Table 3.1 includes a summary of the categories, tasks, and metadata maps touched by each of the tasks.

3.2.3.1 Recovery Tasks

**Disk Failure/Removal and Fault Tolerance**  In the event of a disk or node failure, or if a user simply wants to remove/replace a disk, CURATOR receives a notification and starts a metadata scan. Such a scan finds all the extent groups that have one replica on the failed/removed/replaced node/disk and notifies the underlying storage system to fix these under-replicated extent groups to meet the replication requirement. This is handled by the storage system as a critical task triggered by a high-priority event, which then aims to reduce the time that the cluster has under-replicated...
<table>
<thead>
<tr>
<th>Category</th>
<th>Task</th>
<th>Metadata Maps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>vDiskBlock</td>
</tr>
<tr>
<td>Recovery</td>
<td>Disk Failure/Removal</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Fault Tolerance</td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Tiering</td>
<td></td>
</tr>
<tr>
<td>Migration</td>
<td>Disk Balancing</td>
<td></td>
</tr>
<tr>
<td>Space</td>
<td>Garbage Collection</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Data Removal</td>
<td>x</td>
</tr>
<tr>
<td>Reclamation</td>
<td>Compression</td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Erasure Coding</td>
<td></td>
</tr>
<tr>
<td>Transformation</td>
<td>Deduplication</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Snapshot Tree Reduction</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 3.1: Metadata Tables accessed by Management Tasks

data. Note that these tasks require access to just the extentGroupID map and benefit from the factoring of the metadata into separate logical and physical maps.

3.2.3.2 Data Migration Tasks

**Tiering** This task moves cold data from a higher storage tier to a lower tier, e.g., from SSD to HDD, or from HDD to the public cloud. CURATOR is only involved in down migration, not up, i.e., it does not migrate data from HDD to SSD, or from the public cloud to HDD. Up migration, on the other hand, is done by the DSF upon repeated access to hot data. Taken together, the actions of CURATOR and DSF aim to keep only the hottest data in the fastest storage tiers in order to reduce the overall user access latency.
This task is costly as it involves actual data movement, not just metadata modifications. CURATOR computes the “coldness” of the data during a metadata scan, and notifies the DSF to perform the actual migration of the coldest pieces. The coldness is computed based on least recently used (LRU) metrics. Failing to execute the tiering task can (and surely will) lead to performance degradation in the long run.

The cold data is identified by the modified time (mtime) and access time (atime), retrieved during a scan. Both mtime (write) and atime (read) are stored in different metadata maps. The former is located in the extentGroupID map, whereas the latter resides in a special map called extentGroup-IDAccess map. This latter access map was especially created to support eventual consistency for non-critical atime data (in contrast to the extentGroupID map’s strict consistency requirements) and thereby improve access performance. As a consequence of being stored in separate maps, the mtime and atime of an extent group might be located in different nodes, therefore, communication may be required to combine these two attributes.

In order to compute the “coldness” of the data, a MapReduce job is triggered to scan the aforementioned metadata maps. The map tasks emit the extentGroupID as key, and the mtime (or atime) as value. The reduce tasks perform a join-like reduce based on the extentGroupID key. The reduce tasks generate the (egid, mtime, atime) tuples for different extent groups and sort these tuples to find the cold extent groups. Finally, the coldest extent groups are sent to the DSF for the actual data migration.

**Disk Balancing** This task moves data within the same storage tier, from high usage disks to low usage ones. The goal is to bring the usage of disks within the same tier, e.g., the SSD tier, as close as possible to the mean usage of the tier. This task not only reduces the storage tier imbalance, but also decreases the cost of replication in the case of a node/disk failure. To minimize unnecessary balancing operations, CURATOR does not execute the balancing if the mean usage is low, even if the disk usage spread is high. In case it executes the balancing, as with tiering, it only attempts to move cold data. The MapReduce scans identify unbalanced source and target disks, together with cold data, and notifies the storage fabric to perform the actual migration of extent groups.
3.2.3.3 Space Reclamation Tasks

**Garbage Collection** There are many sources of garbage in the storage system, e.g., when an extent is deleted but the extent group still has multiple live extents and cannot be deleted, garbage due to wasting preallocated larger disk spaces on extent groups that became immutable and did not use all of the allocated quota, when the compression factor for an extent group changes, etc. Garbage collection increases the usable space by reclaiming garbage and reducing fragmentation. It does so in three ways:

1. *Migrate Extents:* migrate live extents to a new extent group, delete the old extent group, and then reclaim the old extent group’s garbage. It is an expensive operation as it involves data reads and writes. Therefore, CURATOR performs a cost-benefit analysis per extent group and chooses for migration only the extent groups where the benefit (amount of dead space in the extent group) is greater than the cost (sum of space of live extents to be migrated).

2. *Pack Extents:* try to pack as many live extents as possible in a single extent group.

3. *Truncate Extent Groups:* reclaim space by truncating extent groups, i.e., reducing their size.

**Data Removal** The data structures introduced in Section 3.1.2 are updated in such a way that there cannot be dangling pointers, i.e., there cannot be a vDisk pointing to an extent that does not exist, or an extent pointing to an extent group that does not exist. However, there can be unreachable data, e.g., an extent that is not referenced by any vDisk, or an extent group that is not referenced by any extent. These could be due to the side-effects of vDisk/snapshot delete operations or a consequence of failed DSF operations.

In DSF, extent groups are created first, then extents, and finally vDisks. For removal, the process is backwards; unused vDisks are removed first, then the extents, and finally the unreferenced extent groups. This task performs the removal process in stages (possibly in successive scans), and enables the reclamation of unused space in the system. Note that only the deletion of extent groups frees up physical space.
3.2.3.4 Data Transformation Tasks

**Compression and Erasure Coding**  CURATOR scans the metadata tables and flags an extent group as a candidate for compression/coding if the current compression of the extent group is different from the desired compression type or if the extent group is sufficiently cold.

Once CURATOR identifies the extent groups (thus extents) for compression/coding, it sends a request to the DSF, which performs the actual transformation by migrating the extents. The main input parameters of this request are the set of extents to be compressed (or migrated), and the extentGroupID into which these extents will be migrated. If the latter is not specified, then a new extent group is created. This API allows to pack extents from multiple source extent groups into a single extent group. Also, instead of always creating a new extent group to pack the extents, CURATOR can select an existing extent group and pack more extents into it. The target extent groups are also identified using MapReduce scans and sorts.

**Deduplication**  Dedupe is a slightly different data transformation, as it involves accessing other metadata maps. During a scan, CURATOR detects duplicate data based on the number of copies that have the same precomputed fingerprint, and notifies the DSF to perform the actual deduplication.

**Snapshot Tree Reduction**  The underlying storage system supports snapshots, which are immutable lightweight copies of data (similar to a simlink), and can therefore generate an instantaneous copy of a vDisk. Every time the system takes a snapshot, a new node is added to a tree, called the snapshot tree, and the vDisk metadata is inherited. Snapshot trees can become rather deep. In order to be able to read a leaf node from a tree, the system needs to traverse a sequence of vDiskBlock map entries. The bigger the depth of a tree, the more inefficient the read operation becomes. To address this, the snapshot tree reduction task “cuts” the snapshot trees, by copying vDiskBlock map metadata from parents to child nodes. There are two flavors, *partial* and *full*, and their use depends on whether we need vDisk metadata only from some ancestors (*partial*) or from all of them (*full*). Once the copy is done, the child vDisks have all the information needed for direct reads, i.e., there is no need to access the ancestors’ metadata, thus, the read latency is reduced.
3.2.4 Scheduling Policies

The tasks described above are executed based on (roughly) four different policies.

**Event-driven** These tasks are triggered by events. For example, whenever a disk or node fails, a recovery task is executed, no matter what. These are critical, higher priority tasks.

**Threshold-based** These are dynamically executed tasks based on fixed thresholds violations. For example, when the tier usage is “high”, or the disk usage is “too” unbalanced, etc. We provide both examples below.

In order to be eligible for the tiering task, the storage tier usage from where CURATOR wants to down migrate the data should exceed a certain (preconfigured) threshold. Similarly, in order to be considered for balancing, the mean tier usage and the disk usage spread should both exceed certain thresholds. The disk usage spread is defined as the difference between the disk with maximum usage and the disk with minimum usage within the tier.

**Periodic Partial** We next consider tasks that are neither triggered nor threshold-driven, and access only a subset of the metadata maps. These tasks are executed every $h_1$ hours, and are grouped based on the metadata tables they scan.

**Periodic Full** All tasks are executed as part of a full scan every $h_2$ hours. This policy is called full as it scans all three metadata tables in Cassandra, the vDiskBlock, extentID, and extentGroupId maps. Because the partial scan only works on a subset of the metadata maps, it can run more frequently than the full scan, i.e., $h_1 < h_2$. In general, scans are expensive, hence, when a scan is running, CURATOR tries to identify as many asynchronous tasks as possible and lets them drain into the DSF over time. In other words, CURATOR combines the processing that must be done for the different tasks in order to reduce the scans’ overheads.
3.2.5 Measurements

In this section, we measure CURATOR’s effectiveness with respect to a number of relevant metrics. We report results on three different settings: 1) customer clusters, where CURATOR is always turned on, 2) internal corporate production clusters, where CURATOR is also on, and 3) an internal local cluster, where we enable/disable CURATOR to perform controlled experiments.

3.2.5.1 Customer and Corporate Clusters

We leverage historical data from a number of customer clusters to assess CURATOR capabilities. In particular, we use ~50 clusters over a period of two and a half months (June to mid August 2016) to demonstrate CURATOR’s contributions to the overall cluster resiliency and data migration tasks. We also collect data from ten internal corporate clusters over a period of three days. These clusters are very heterogeneous in terms of load and workloads, as they are used by different development teams to (stress) test diverse functionalities.

![Figure 3.2: Under-Replicated/Total Storage](image1)
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**Recovery** Figure 3.2 shows the cumulative distribution function (CDF) of the average under-replicated data as a percentage of the overall cluster storage capacity (in log-scale) in the customer clusters sample. We observe that around 60% of the clusters do not present any under-replication
problem. Further, 95% of the clusters have at most an average of 0.1% under-replicated data.

For further confirmation, we accessed the availability cases of the 40% of clusters from Figure 3.2 that reported under-replication. Note that we have access to a database of cases information corresponding to various issues encountered in real clusters, where we can query using different filters, e.g., availability problems, etc. We considered only those cases for the clusters that were opened within 2 weeks of the under-replication event (as indicated by the metric timestamp), and looked for unplanned down time in those clusters. We did not find any unplanned down time in such clusters, which suggests that CURATOR ensured that replication happened upon detecting the under-replication event so that there was no availability loss.

**Garbage Collection** Figure 3.3 also illustrates the CDF of the (P95) percentage of garbage with respect to the total storage capacity (in log-scale) in the corporate clusters sample. We observe that 90% of the clusters have less than 2% of garbage, which confirms the usefulness of the garbage collection task.

![Figure 3.4: SSD and HDD Usage](image)
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**Tiering** Figure 3.4 shows the CDF of SSD and HDD usage in customer clusters. We observe that 40% of the clusters have a SSD usage of at most ∼70-75%. From the remaining 60% of the clusters, many of them have 75% SSD usage, which indicates that the tiering task is doing its job;
the default threshold for tiering is set to 75% in all of these customer clusters, and data has been down-migrated so that the SSDs can absorb either new writes or allow for up-migration of hot data. In the other 10% of the clusters, the SSD usage is slightly higher, which means that although the tiering task is being executed, it cannot entirely cope with such (storage-heavy) workloads. We also note that HDD utilization is typically less, with 80% of clusters having less than 50% HDD usage.

**Disk Balancing**  Figure 3.5 validates disk balancing in the corporate clusters sample. We plot maximum over mean usage ratio, for both SSDs and HDDs. We observe that in 60% (SSDs) and 80% (HDDs) of the cases, the maximum disk usage is almost the same as the mean.

### 3.2.5.2 Internal Cluster

We are interested in measuring the costs incurred by CURATOR as well as the benefits it provides, with respect to a “CURATOR-less” system, i.e., we want to compare the cluster behavior with CURATOR enabled and when it is disabled. Given that we cannot toggle CURATOR status (ON-OFF) in customer deployments, in this section, we do so in an internal test cluster. We provide a summary of our findings in Table 3.2.

<table>
<thead>
<tr>
<th>Metric (Average)</th>
<th>Curator</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OFF</td>
<td>ON</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latency (ms)</td>
<td>61.73</td>
<td>12.3</td>
</tr>
<tr>
<td>Storage Usage (TB)</td>
<td>3.01</td>
<td><strong>2.16</strong></td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU Usage (%)</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>Memory Usage (%)</td>
<td>14.7</td>
<td>14.7</td>
</tr>
<tr>
<td># of IOPS</td>
<td><strong>1173</strong></td>
<td>1417</td>
</tr>
</tbody>
</table>

Table 3.2: Benefits/Costs Summary
Workloads We use flexible I/O tester [18] to generate the exact same workloads for testing both settings, i.e., when CURATOR is ON and OFF. We re-image the cluster to the same initial clean state when we toggle CURATOR status.

We simulate three online transaction processing (OLTP) workloads, small, medium, and large, which we execute sequentially as part of a single run. Each of these workloads go over three phases, prefill, execution, and destroy. In the prefill stage, they create their own user virtual machines (UVMs), together with their associated vDisks. After the prefill phase is done, they proceed to execution, where the actual workload operations (reads and/or writes) are executed. Following execution, the destroy stage begins, where the UVMs and associated vDisks are destroyed, i.e., the vDisks’ space can be reclaimed.

<table>
<thead>
<tr>
<th>OLTP Workload</th>
<th>Data</th>
<th></th>
<th>Log</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size (GB)</td>
<td>IOPS</td>
<td>Size (GB)</td>
<td>IOPS</td>
</tr>
<tr>
<td>small</td>
<td>800</td>
<td>4000</td>
<td>16</td>
<td>200</td>
</tr>
<tr>
<td>medium</td>
<td>1120</td>
<td>6000</td>
<td>16</td>
<td>300</td>
</tr>
<tr>
<td>large</td>
<td>1120</td>
<td>8000</td>
<td>12</td>
<td>400</td>
</tr>
</tbody>
</table>

Table 3.3: OLTP Workloads

Each workload is composed of two sections, data and log, which emulates the actual data space and log writing separation in traditional DBMSes. The data section performs random reads and writes, whereas the log section is write only. The three workloads only differ on how much data they read/write, and the number of IOPS, as shown in Table 3.3.

Benefits In terms of benefits, we consider latency and storage usage, which mainly highlight the benefits of the tiering and space reclamation tasks. Figure 3.6 shows SSD and HDD usage over time for both CURATOR ON and OFF. We observe that SSD and HDD usage when CURATOR is OFF follows a non-decreasing pattern. When SSDs get full (~125 minutes), all the data starts being ingested directly into HDDs.
Instead, when CURATOR is ON, we see the effects of tiering, where colder data is moved to HDDs when the default usage threshold is surpassed (75%). Even though tiering kicks in “on time”, the data ingestion rate is so high that the task cannot entirely cope with it, therefore, we observe SSD usage percentages in the 90’s. At the end, we see that it reaches the 70’s.

Figure 3.6 also illustrates the benefits of garbage collection and data removal tasks. When CURATOR is disabled, we observe a 96% SSD and 23% HDD usage (∼5 TB) at the end of the run, whereas, when CURATOR is enabled, we see a 76% SSD and 6% HDD usage (∼2.27 TB). The average storage usage over the whole run is ∼2 TB and ∼3 TB for CURATOR ON and OFF respectively. These differences are mainly due to the data removal task. As described above, the destroy phase of each workload, where UVMs and associated vDisks are destroyed, allows the data removal task to kick in and start the data removal process, allowing huge storage savings.

Regarding latency, we see an average of ∼12 ms when CURATOR is ON, and ∼62 ms when is OFF. We measure these values on the execution phase of the workloads. As time progresses, the latencies increase when CURATOR is disabled. We speculate this is due to the fact that the newest ingested data goes directly into HDDs, as SSDs are already full, thus, high latency penalties are paid when reads/writes are issued.

Figure 3.6: SSD and HDD Usage with CURATOR ON and OFF
Costs Regarding costs, we consider CPU and memory usage, as well as the number of I/O operations performed. From Table 3.2, we see that the number of IOPS executed is higher when CURATOR is ON, as many of its tasks require reading and writing actual data. Still, the overall average IOPS when CURATOR is enabled lies in the same ballpark as the disabled counterpart, \(~1400\) as opposed to \(~1150\) when CURATOR is OFF.

We also notice that when CURATOR is ON, the CPU usage is slightly higher. This is due to CURATOR internals, i.e., its MapReduce infrastructure. Although the mappers primarily scan the metadata (mostly I/O intensive), the reducers involve significant logic to process the scanned information (mostly CPU intensive). Even though the average CPU usage is higher when CURATOR is enabled, 18% as opposed to 14%, the value is still in an acceptable range. Regarding memory usage, we do not see a difference between both versions of the system, as shown in Table 3.2.

3.2.6 Reinforcement Learning-based Approach

We have described so far an overview of the distributed storage fabric and delved further into CURATOR’s design and implementation, its tasks and policies of execution, etc. In this section, we propose augmenting CURATOR with ML-based scheduling policies. In particular, we leverage the reinforcement learning framework described in Section 2.3 for deciding when to trigger the tiering task. Although our efforts are on the tiering task, our approach generalizes to any of the threshold-based tasks described before.

We start the section with the motivation for the modeling. Then, we delve into more details on the reinforcement learning formulation and the challenges we face when applying RL to our setting and how we address those challenges in our work.

3.2.6.1 Why Reinforcement Learning?

We observed a wide heterogeneity of workloads across the cluster deployments. Given these distinct characteristics of workloads, we noted that generic threshold-based execution policies were not optimal for every cluster, nor for individual clusters over time, as some of them experienced different workloads at different times.
Further, we realized that almost no cluster operator changes the default target threshold of 75% SSD utilization used to trigger the tiering task. For many of the clusters, especially the ones executing mainly read-like workloads, this means that they are wasting 25% of fast SSD storage. Thus, in order to efficiently execute CURATOR’s tiering task we need to build “smarter” policies that can adapt over time.

The traditional way to improve performance is to use profiling in order to tune certain parameters at the beginning of a cluster deployment. Nevertheless, simple profiling would not easily adapt to the varying loads (and changing workloads) the clusters are exposed to over their lifetimes. We would need to run profilers every so often, and we would discard, in some sense, prior knowledge.

As we do not have a labeled training set, but rather only partial information of what happened when executing the tiering task using the sub-optimal threshold-based policy, we need a model that embraces the notion of exploration, i.e., try things out to gather information about the world. To make matters worse, moving cold data from SSDs to HDDs typically exhibits non-immediate feedback and current decisions may impact performance over a long time, e.g., on subsequent expected or non-expected data accesses. In other words, a future system state in a sequence of states is not necessarily independent of the states that came before it.

We therefore need a model that incorporates both exploration and the ability to work well in settings with non-immediate feedback, where a current decision can have a long-term impact. One such powerful model is reinforcement learning, as described in Section 2.3.

3.2.6.2 State-Actions-Reward

Herein, we outline how we apply reinforcement learning to our problem setting. In order to apply reinforcement learning to schedule storage maintenance tasks, in this case, the storage tiering task, we need to define the set of features that represent the states $x$, the set of possible actions $\mathcal{A}$, and the reward function.

**State** We represent states using cluster-level information collected by the cluster management software. Recall that the controller VMs have a comprehensive view regarding cluster state, thus
they can be instrumented to provide measurement data. In particular, we use cluster CPU usage, memory usage, storage utilization metrics (e.g., SSD usage), number of read/write I/O operations per second, etc.

**Actions**  We restrict the set of actions to two: either *run* or *not-run* the task.

**Reward**  Regarding the reward function, we use the average cluster latency. As higher rewards are better, though we prefer lower latencies, we actually use negative latencies. The choice of using negative latencies is rather arbitrary, we could have used their reciprocals instead.

3.2.6.3 Generalization and Compression

Given that our state-action space is large, we cannot use a tabular reinforcement learning implementation, as described in Section 2.3. We therefore resort to a function approximator, and not only gain from its compression benefit but also from its power towards generalization.

Many approximators have been studied in the past, such as decision trees [168], neural networks [153, 152], linear functions [58, 207], and kernel-based methods [159]. In this work, we choose linear models. The reason behind this decision is two-fold: 1) we observe that it works reasonably well in practice, and 2) we do not have access to enough training data to bootstrap (or pre-train) more complex models in an offline manner before we deploy our agents—as we shall see next.

3.2.6.4 Faster Training: Bootstrapping

Another key aspect to take into account when training reinforcement learning agents is related to the long time it usually takes them to converge. In other words, it may take a long time before the state space is explored enough so that the agents can start making the “right” decisions. Therefore, we need some strategy to improve their data efficiency if we plan to use them for our storage tiering task in real clusters.
In practice, incorporating prior knowledge, even if incomplete, before the agent is deployed, might help to speed up learning and reduce the amount of interactions with the real environment, which may be limited and costly \cite{15,156,122}. Given that we have access to real traces from production clusters, we leverage that already-collected data to pre-train our agents in an offline manner, so as to accelerate training as well as help towards generalization (i.e., the agents would have access to a broad set of data from different clusters). Note that even though we use data sampled from the (sub-optimal) threshold-based policy to “bootstrap” our agents, it is still useful to reach “good” states sooner.

### 3.3 Evaluation

In this section, we evaluate our RL-based scheduler, and compare it to the threshold-based solution currently deployed in Nutanix clusters.

#### 3.3.1 Setup

**Cluster** We use an internal cluster to run our experiments. The cluster consists of 4 SSDs and 8 HDDs, for a total storage size of $\sim$1.85 TB for SSDs and $\sim$14 TB for HDDs.

**Workloads** We use flexible I/O tester \cite{18} to generate the workloads. We run the following five synthetic workloads in our experiments:

- **oltp**: performs random reads and writes, 50% reads and 50% writes. Further, 10% of its I/O operations, either reads or writes, have 32k block sizes, and 90% 8k blocks. It has a working set size of 1120 GB, and performs 8000 IOPS. With this workload we intend to simulate a standard database workload.

- **oltp-skewed**: similar to **oltp**, but is read-only. It performs 8k block random reads according to the following distribution: 90% of the accesses go to 10% of the data. It has a working set size of 4480 GB, and performs 32000 I/O operations per second. With this workload we aim to better understand the effects of hot data skewness.
- **oltp-varying**: alternates between oltp versions that perform 6000 and 4000 IOPS every 20 minutes. In this case, we aim to simulate varying loads of the same type of workload within a cluster.

- **oltp-vdi**: runs the oltp workload in one node while the remaining nodes execute VDI-like workloads in 100 VMs each. A VDI-like workload consists of a working set size of 10 GB, with 80% reads and 20% writes. The total number of IOPS per VM is 26. Here, the idea is to simulate (concurrent) heterogeneous workloads within a cluster.

- **oltp-dss**: alternates between an oltp version that perform 6000 IOPS and a decision support system (DSS) workload every 20 minutes. The DSS workload is read-only, with a working set size of 448 GB. 100% of the reads are sequential, the reads are 1 MB, and the total number of IOPS is 2880. In this case, we attempt to simulate that the workload itself changes over time.

**Dataset**  
In order to speed up training in the real cluster, we build a dataset from a subset of the 50 customer clusters introduced in Section 3.2.5 to bootstrap our agent. In particular, we use \( \sim 40 \) clusters, from which we have fine-grained information to represent states, actions, and rewards. The data consists of \( \sim 32k \) transitions, sampled from the (sub-optimal) threshold-based policy. Every cluster was using the same default threshold (75%) for running the tiering task. We split the dataset into training (80%) and test (20%) sets, and do 3-fold cross validation (with grid search) in the training set for hyper-parameter tuning. We standardize the features by removing the mean and scaling to unit variance.

**Reinforcement Learning**  
We use Q-learning, described in Section 2.3.1.2, as our reinforcement learning algorithm, and two linear models as function approximators, one for each action. We train them with stochastic gradient descent [33], with \( l_2 \) regularization, and the squared loss.

Once deployed, the bootstrapped agent keeps on learning by interacting with the environment. We use the popular \( \epsilon \)-greedy strategy, i.e., with probability \( \epsilon \) the agent selects a random action, and
with probability $1 - \epsilon$ the agents selects the action it currently thinks is the best. We use $\epsilon = 0.2$ in all our experiments. Further, we set the discount factor $\gamma = 0.9$.

3.3.2 Results

3.3.2.1 Summary

We present a summary of the results for the five different workloads described above in Table 3.4. The experiments are within the order of few hours.

We observe that in all of the cases our Q-learning solution reduces the average latency, from $\sim 2\%$ in the oltp-varying workload, up to $\sim 20\%$ in the oltp-skewed one, as well as improves the total number of SSD bytes read. We believe that further improvements could also be achieved by adding more features to the states, e.g., temporal features, HDD usage, etc. We also notice that Q-learning demands more IOPS. This is the case since our solution, in general, triggers more tasks than the baseline, thus more I/O operations are performed. Overall, we see that our approach can trade manageable penalties in terms of number of IOPS for a significant improvement in SSD hits, which further translates into significant latency reductions, in most of our experimental settings.

3.3.2.2 SSD Reads

Figure 3.7 shows the evolution of SSD reads for the oltp and oltp-skewed workloads. We observe that our method based on Q-learning performs on average more SSD reads ($\sim 8$ GB and $\sim 24$ GB respectively) than the baseline for both workloads, which is a consequence of performing more tiering operations during periods when the offered load from applications is low.

3.3.2.3 Q-learning in Practice

We now provide performance data corresponding to a sample scenario and illustrate how the Q-learning model operates in practice. Figure 3.8 shows the IOPS, latency, and scheduling decisions made while executing the oltp-dss workload with our RL-based scheduler. Our system polls the state of the cluster every 30 seconds, if it had not triggered tiering recently, in order to assess
<table>
<thead>
<tr>
<th>Workload</th>
<th>Metric</th>
<th>Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>fixed threshold</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>oltp</td>
<td>Avg. Latency (ms)</td>
<td>12.48</td>
</tr>
<tr>
<td></td>
<td>SSD Reads (GB)</td>
<td>31.68</td>
</tr>
<tr>
<td></td>
<td>Avg. # of IOPS</td>
<td>2551.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>oltp-skewed</td>
<td>Avg. Latency (ms)</td>
<td>18.55</td>
</tr>
<tr>
<td></td>
<td>SSD Reads (GB)</td>
<td>151.99</td>
</tr>
<tr>
<td></td>
<td>Avg. # of IOPS</td>
<td>6686.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>oltp-varying</td>
<td>Avg. Latency (ms)</td>
<td>17.28</td>
</tr>
<tr>
<td></td>
<td>SSD Reads (GB)</td>
<td>469.28</td>
</tr>
<tr>
<td></td>
<td>Avg. # of IOPS</td>
<td>7884.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>oltp-vdi</td>
<td>Avg. Latency (ms)</td>
<td>15.41</td>
</tr>
<tr>
<td></td>
<td>SSD Reads (GB)</td>
<td>40.83</td>
</tr>
<tr>
<td></td>
<td>Avg. # of IOPS</td>
<td>4450.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>oltp-dss</td>
<td>Avg. Latency (ms)</td>
<td>61.65</td>
</tr>
<tr>
<td></td>
<td>SSD Reads (GB)</td>
<td>4601.17</td>
</tr>
<tr>
<td></td>
<td>Avg. # of IOPS</td>
<td>3105.60</td>
</tr>
</tbody>
</table>

Table 3.4: Results Summary
whether tiering should be performed. After a tiering task is triggered, we wait for 5 minutes before making a new decision, as we do not want to schedule tiering tasks back-to-back. Regarding the scheduling plot, we not only include the two choices the algorithm makes, but also differentiate whether its decision was due to exploitation (solid lines) or exploration (dashed lines).

The workload keeps on alternating between OLTP and DSS workloads every 20 minutes. It starts with the former, continues with the latter, and so on. We observe that the OLTP workload, in general, demands more IOPS than the DSS one, and also achieves lower latencies (cyclic behavior).

At the beginning, even with high IOPS and low latency, the algorithm thinks that the best option is to trigger tiering (0-20 minutes). When the DSS workload commences (early 20s), the algorithm still keeps scheduling tiering tasks. In this case, it makes more sense as the cluster utilization is not too high but the latency is. Around minute 44, the algorithm explores the state space by not running tiering (dashed orange line that almost overlaps the solid orange ones that follow). Given that this exploration seems to have found a “nice state” with low latency, it considers the best option is to not to run tiering (first chunk of solid orange lines around minute 45). Note that given our 30 seconds polling interval when we do not run tiering, these lines seem to overlap.

At approximately the 47th minute, the algorithm performs an exploration that triggers tiering
(dashed blue line). It does not work out, as later on, the best decisions are still not to run tiering (solid orange lines around minutes 52-54). Around minute 63, when DSS commences again, the algorithm thinks it is best to run tiering. At this point, the cluster is not very utilized, i.e., low IOPS, but the latency is high.

The key thing to notice is that the algorithm seems to be learning that when the cluster is highly utilized (high IOPS) and the latency is low, it should not trigger tiering. During the first period (0-20mins), it was not aware of that, thus it ran tiering, but later on, it started to figure it out (e.g.,
40-60mins and 80-100mins periods). Even more noticeable is between the period 160-180mins, where we observe many solid red lines (which appears as a single thick one due to the 30 seconds interval). The 120-140mins period is somewhat surprising. We would have expected more solid orange lines there, but they only start appearing towards the end of the period. We believe the algorithm makes early mistakes (minutes 123 and 128), and given that we wait for 5 minutes after running tiering, it can only realize later on (~133), where it decides that it is actually better not to run.

### 3.4 Related Work

We present related work in the areas of storage and distributed systems as well as scheduling.

**Storage and Distributed Systems** CURATOR borrows techniques from prior work on cluster storage and distributed systems, but it composes them in new ways to address the unique characteristics of the Nutanix cluster setting. Note that this setting corresponds to clusters where nodes are heterogeneous and can be equipped with fast storage technologies (SSDs, NVMe, etc.), and unmodified (legacy) client applications are packaged as VMs. Given this setting, the system was designed for client applications to run on the same nodes as the storage fabric, metadata is distributed across the entire system, and faster storage on cluster nodes is effectively used. We now contrast CURATOR [42] with other related work given these differences in execution settings and design concepts.

Systems such as GFS [88] and HDFS [187] are designed for even more scalable settings but are tailored to work with applications that are modified to take advantage of their features (e.g., large file support, append-only files, etc.). Further, they do not distribute metadata, since a single node can serve as a directory server given the use of large files and infrequent metadata interactions. These systems do not take advantage of fast storage—all file operations involve network access and the incremental benefits of fast storage on the server side is minimal.

Cluster storage systems such as SAN and NAS also do not co-locate application processes/VMs with servers. They assume a disaggregated model of computing, wherein applications run on
client machines and all the data is served from dedicated clusters [74, 175, 89, 196, 181]. These systems provide scalability benefits and a wide variety of features, such as snapshotting [73], which CURATOR borrows as well. But the crucial points of differentiation are that Nutanix system uses fast local storage effectively through tiering, data migration, and disk balancing. Moreover, we believe that Nutanix solution is the first system to run a continuous consistency checker which results in significant reductions in downtime.

A number of concepts and solutions from distributed systems are used: 1) MapReduce [59] to perform cluster-wide computations on metadata, 2) Cassandra [123] to store distributed metadata as a key-value store, and 3) Paxos [124] to perform leader election for coordination tasks. Interestingly, MapReduce is not a client application running on top of the storage system but rather part of the storage system framework itself.

**Scheduling** In recent years, there has been an increasing amount of literature on applying machine learning techniques to improve scheduling decisions in a wide variety of areas, such as manufacturing [166, 165, 154, 230, 19], sensor systems [121], multicore data structures [71], autonomic computing [223], operating systems [77], computer architecture [103], etc. For example, in Paragorn [65] the authors propose a model based on collaborative filtering to greedily schedule applications in a manner that minimizes interference and maximizes server utilization on clusters with heterogeneous hardware. Their work focuses more on online scheduling of end-user workloads, whereas ours, concentrates on the background scheduling of cluster maintenance tasks to improve the overall cluster performance.

Wrangler [227] proposes a model based on support vector machines [52] to build a scheduler that can selectively delay the execution of certain tasks. Similar to our task scheduling study, they train a linear model based on CPU, disk, memory, as well as other system-level features, in an offline manner, and then deploy it to make better scheduling decisions. In contrast, our offline trained model only “bootstraps” the reinforcement learning one, which keeps on adapting and learning at runtime, i.e., in an online manner.

Quincy [104] introduces a flexible framework for scheduling distributed jobs. The authors use a
graph to frame the scheduling problem, where edge weights encode competing jobs demands (e.g., fairness), and a standard solver computes the optimal schedule according to a cost model. Smart Locks [72] is a self-tuning spin-lock mechanism that uses reinforcement learning to optimize the order and relative frequency with which different threads get the lock when contending for it. They use a somewhat similar approach to our CURATOR study, though they target scheduling decisions at a much lower level.

Perhaps the most similar line of work comes from optimal control [138,1,2,3]. The papers by Prashanth et al. [1,2] propose using RL for tuning fixed thresholds on traffic light control systems. They propose a Q-learning model that adapts to different traffic conditions (e.g., queue lengths on the lanes, daytime, etc.) in order to switch traffic light signals (green/yellow/red). We use a similar approach but in a different setting, where we tune static thresholds to better schedule data migration in a multi-tiered storage system.

### 3.5 Summary

Current cluster storage systems are built-in with a wide range of functionality that allows to maintain and improve the storage system’s health and performance. In this work, we presented CURATOR, a background self-managing layer for storage systems in the context of a distributed storage fabric used in enterprise clusters. We described CURATOR’s design and implementation, its management tasks, and how the choice of distributing the metadata across several nodes in the cluster made CURATOR’s MapReduce infrastructure necessary and efficient.

Given the high heterogeneity we observed across clusters, we focused our attention on building smarter task scheduling policies. In particular, we proposed to augment CURATOR with an ML-based policy that uses reinforcement learning to address the issue of when the management tasks should be executed. Our approach leverages historical traces from real clusters to speed up training and evaluation on simulated workloads in a real cluster achieved up to ~20% latency improvements over a threshold-based approach.
4 | **AdaRes**

Virtual execution environments allow for consolidation of multiple applications onto the same physical server, thereby enabling more efficient use of server resources. However, users often statically configure the resources of virtual machines through guesswork, resulting in either insufficient resource allocations that hinder VM performance, or excessive allocations that waste precious data center resources. In this work, we first characterize real-world resource allocation and utilization of VMs through the analysis of an extensive dataset, consisting of more than 250k VMs from over 3.6k private enterprise clusters.

Our large-scale analysis confirms that VMs are often misconfigured, either overprovisioned or underprovisioned, and that this problem is pervasive across a wide range of private clusters. We then propose AdaRes, an adaptive system that relies on a *ML-based mechanism* to dynamically adjusts VM resources in distributed virtual environments. Our system uses the *contextual bandits* framework, exploits easily collectible data, at the cluster, node, and VM levels, to make more sensible allocation decisions, and leverages transfer learning to safely explore the configurations space and speed up training.

Empirical evaluation shows that AdaRes can significantly improve system utilization without sacrificing performance. For instance, when compared to threshold and prediction-based baselines, it achieves more predictable VM-level performance and also reduces the amount of virtual CPUs and memory provisioned by up to 35% and 60% respectively for synthetic workloads on real clusters.
In summary, the main contributions of this work are:

- We present a large-scale study of VM resource allocations and usage within thousands of enterprise clusters, which enables us to characterize the overprovisioning, underprovisioning, and variation in resource utilization over time that occurs in this context.

- We propose, design, and implement ADARES, an adaptive system capable of tuning VM resources to increase overall system efficiency that is compatible with existing cluster schedulers.

- Finally, we propose an ML-based mechanism that uses contextual bandits to drive the resource adjustments and leverages transfer learning to speed up training. We instantiate our model with an appropriate formulation that results in more efficient resource allocations in real clusters.

We structure this chapter as follows: Section 4.1 presents the large-scale measurement study of VM resource allocation within hundreds of enterprise clusters, where we show significant overprovisioning, some underprovisioning, as well as important fluctuations of resource needs over time. Then, we describe the design of ADARES, our adaptive system capable of adjusting VM resources on-the-fly, together with our bandits formulation in Section 4.2. We show evaluation results in Section 4.3, related work in Section 4.4, and future work in Section 4.5. We summarize in Section 4.6.

### 4.1 Resource Utilization Measurements of Enterprise Clusters

This section presents our measurement study on resource allocation and utilization of enterprise clusters with virtual execution environments. Our study characterizes the VM resource allocation problem in the context of enterprise clusters and motivates the need for ADARES.
4.1.1 Measurement Methodology

We perform our measurements on enterprise clusters running the Nutanix commercial virtual execution platform described in greater detail in Section 3.1.

Nutanix cluster manager transparently allocates and migrates VMs based on user configured resource settings and cluster-level utilization metrics. In addition, the platform provides transparent access to highly available virtual storage (virtual disks) located within each cluster node.

Our dataset was collected from sensors deployed on the cluster nodes that record data regarding a broad class of metrics, such as the resources utilized by a VM (e.g., CPU and memory) and cost of various operations (e.g., average I/O latency). The dataset consists of a subset of the clusters that push diagnostic information to a centralized data collection service and refers to the period from April 23rd to May 20th, 2018. Table 4.1 shows an overview of the virtual execution environments that we study, containing more than 250k VM traces.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Companies</td>
<td>2,003</td>
</tr>
<tr>
<td># of Clusters</td>
<td>3,669</td>
</tr>
<tr>
<td># of Nodes</td>
<td>17,633</td>
</tr>
<tr>
<td># of VMs</td>
<td>252,941</td>
</tr>
</tbody>
</table>

Table 4.1: Dataset Overview

4.1.2 Private Cluster Configurations

To better understand the configuration patterns of enterprise clusters, we perform an analysis of configurations at cluster, node, and VM levels.
Cluster-level Configuration  Figure 4.1 shows the distribution of nodes per cluster (4.1a) and the consolidation factor, i.e., the average number of VMs per node, (4.1b). From Figure 4.1a, we observe that 60% of the clusters have 4 nodes or less, and 30% have between 5 and 10 nodes. In general, the clusters have a modest number of nodes. We find that under these environments, when users need additional nodes, companies tend to expand their computational resources by adding clusters, as opposed to adding nodes to existing clusters.

There are three main reasons for this: 1) smaller clusters provide better fault isolation, 2) most of the analyzed clusters are deployed on premise, in remote office/branch office (RoBo) configurations, and 3) some companies prefer to create clusters for each line of business. Figure 4.1b shows that 50% of the clusters have, on average, at most 16 VMs per node, and that 20% have more than 35 VMs per node, up to ~200 VMs per node.

Node-level Configuration  Enterprise clusters often have powerful nodes, as shown in Figure 4.2. We observe that 50% of the nodes have more than 24 physical cores and 384 GiB of RAM, and 10% have at least 36 cores and more than 512 GiB of RAM.
VM-level Configuration  Figure 4.3 provides an analysis of the VM sizes in terms of virtual CPUs (vCPUs) and allocated memory. Our dataset shows that approximately half of the VMs are configured with 2 vCPUs, whereas 20% are configured with 4 vCPUs. Regarding memory, around 35% of the VMs are deployed with 4 GiB of RAM, and 20% with 8 GiB. In both resources, we note a “human” sizing pattern of using powers of 2.

We also observe a correlation between the size of the clusters and the number of VMs per node: small clusters have on average the lowest VM density because such clusters typically run a small number of applications supporting limited workloads. In contrast, larger clusters typically support a broad mix of workloads, with some supporting applications such as virtual desktop infrastructure (VDI), which typically deploy a large number of VMs for each connected user. Further, we note that many medium-sized VMs (i.e., VMs with 2-4 vCPUs) are typically used to deploy server applications such as SQL Server, MS Exchange, etc.

Summarizing, enterprise clusters are often small-sized single-tenant clusters, with powerful nodes, that support the workload requirements of small and medium-sized businesses.
4.1.3 Problem Characterization

This section provides an analysis on the utilization of the clusters. Our analysis relies on several key metrics that we collect and are representative of the VMs' resource usage. For each metric, we record, on each cluster node, the average measurement over a 5-minute interval at the VM-level. This data enable us to calculate the mean, maximum, and the 95\textsuperscript{th} percentile (P95) of a series of 5-minute measurements for any given metric.

Figures 4.4a and 4.4b present the cumulative distribution function (CDF) of the mean, P95 and maximum VM resource usage for CPU and memory. These results show that many of the VMs are overprovisioned with respect to both CPU and memory. In particular, 90\% of the VMs have P95 CPU and memory usages lower than 40\%. Further, 80\% of the VMs have a maximum resource usage that is lower than 60\% (CPU) and 80\% (memory) throughout their lifetime; in other words, 40\% and 20\% of the allocated resources are never used by 80\% of the VMs. By analyzing the dataset we calculate that the global resources allocated but never used correspond to 26\% (CPU) and 27\% (memory) of the total allocated resources by all VMs. Intuitively, the areas to the right of the maximum line in Figure 4.4a and 4.4b represent the global wasted resources that are never used, but our numbers additionally take into consideration the different absolute sizes of the VMs. Such
allocated but sparsely used resources are the result of two main factors: 1) manual VM resource allocation, and 2) users inability to accurately predict the resource demands of their workloads.

We observe a similar trend at the node level, i.e., many nodes have low average utilization but experience high peak resource usage. We show the complementary cumulative distribution functions (CCDF or 1-CDF) of node-level usage in Figure 4.5. Note that CCDFs are useful for highlighting the tails of distributions. Besides CPU and memory usage, we also analyze the compute processing load of the storage controller on each node and use it as a proxy of the node’s
I/O load. In general, we see that node usage is higher than VM-level usage, especially memory utilization, due to oversubscription, where around 10% of nodes have, on average, more than 80% memory usage, but still, many nodes are underutilized.

Although average utilization is generally low, our data still reveals that many VMs are underprovisioned. Figure 4.6a shows the distribution of hotspot VMs per cluster. We consider a VM to be a hotspot if its 95\textsuperscript{th} percentile metric utilization is greater than 75%. We observe that 40% of the clusters with hotspot VMs have at most 2 underprovisioned VMs, whereas 10% of the clusters with underprovisioned VMs contain at least 10 hotspot VMs. From the total clusters in the dataset, 45% contain either CPU-hotspot VMs, memory-hotspot VMs, or both. Thus, our data suggests that underprovisioning is not limited to few, possibly incorrectly managed, clusters; instead, our data reveals that the hotspot problem impairs a large fraction of clusters.
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Figure 4.6: Hotspots and Over/Underprovisioned VMs Ratio

Summarizing, most VMs in today’s enterprise clusters are not sized appropriately, with many VMs either overprovisioned or underprovisioned. This motivates the need for developing an automated system to determine VM resource allocations as opposed to relying on user-provided configurations.
4.1.4 Opportunities and Challenges for Adaptive Resource Allocation

This section highlights some of the challenges and opportunities for adaptive resource allocation. Figure 4.6b shows the distribution of the ratio of overprovisioned divided by underprovisioned VMs (when such underprovisioned VMs exist) per cluster, at a given point in time. We consider a VM to be overprovisioned if its 95th percentile metric utilization is less than 25%. Recall that underprovisioned (or hotspot) VMs are those with a P95 utilization greater than 75%. In general, when there are hotspots, there are also VMs with overprovisioned resources at the same time. For example, we observe that 50% of the clusters with underprovisioned VMs have at least a 7:1 overprovisioned/underprovisioned VMs ratio.

We also correlate the VM/node provisioning and utilization metrics using Spearman’s correlation [193], which assesses monotonic relationships between variables (linear or not). We use P95 values of each VM for this analysis. We show the results in Figure 4.7 as a heat map, which intuitively can be interpreted as follows. If metric $x$ tends to increase when $y$ increases, the correlation coefficient is positive. If $x$ tends to decrease when $y$ increases, the correlation is negative. A zero correlation indicates that there is no tendency for $x$ to either increase or decrease when $y$ increases.

![Figure 4.7: Provisioning and Utilization Metrics Correlations](image)

(a) VM-level  
(b) Node-level
A perfect correlation of ±1 occurs when each of the variables is a perfect monotone function of the other. We observe that CPU and memory usage have a strong positive (but not perfect) correlation, which seems to indicate that the compute-heavy workloads in our dataset are also memory-intensive, but VM-specific tuning is still necessary to determine how much memory should be provided to a VM to go with the amount of CPU resources allocated to it. Further, the node-level I/O usage is not that strongly correlated with memory and CPU usage, indicating that there is an opportunity to co-locate VMs that are just I/O intensive with VMs that are memory or CPU-intensive.

Next, we examine the variation in resource utilization across time. The purpose of this analysis is to quantify the need for reallocating resources across VMs within a cluster and to examine the implications of static thresholds. Figure 4.8 shows the CCDF of the 95th percentile divided by the mean of CPU (4.8a) and memory (4.8b) usages for both VMs and clusters. We notice that ~45% of the VMs have a P95 at least 2× bigger than the mean, for both metrics, which indicates that there is significant variation across time for many VMs. However, at a cluster-level, the variation of CPU and memory usage over time is insignificant, indicating that usage spikes are not highly correlated across VMs.

![Figure 4.8: P95/Mean Usage Ratios](image-url)
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Summarizing, many clusters have both underprovisioned and overprovisioned VMs. In fact, there is significant disparity between the utilization levels of VMs in a cluster, regardless of the resource type. This disparity, in turn, provides an opportunity to reallocate resources from VMs that are overprovisioned onto VMs that are underprovisioned, potentially solving both problems. However, such a mechanism would have to address two important challenges: 1) it can only reallocate resources between VMs running at a given time, and 2) it has to continuously adapt to the current load given the large temporal variations in VM resource usage.

4.2 System Design

This section describes the design of ADARES, a system that proposes an ML-based mechanism to change the physical resources allocated to VMs based on workload characteristics and other attributes of the virtual execution environment. Our system crucially relies on the contextual bandits framework to guide the resource adjustment. This section starts with a high-level description of the goals that determined the design of ADARES, an overview of the system, and a description of its core components.

4.2.1 Goals

ADARES is designed to identify the appropriate resource allocation settings for VMs in enterprise clusters. The goal is to improve cluster execution efficiency by allocating the optimal amount of resources to each VM but without compromising VM performance; that is, the resources allocated to a VM should be just adequate for it to operate without experiencing a slowdown. Thus, ADARES reduces the resources allocated to overprovisioned VMs and increases resources allocated to underprovisioned ones.

Note that the VM assignment problem is orthogonal and is out of the scope of this work, i.e., ADARES does not determine the optimal node to which a VM is assigned or migrated to; instead, it relies on existing tools, such as VMware’s vShpere/vMotion [184], to address this challenge. Nevertheless, by optimally setting the resource allocation, ADARES allows such tools to both pack more VMs into clusters as well as migrate VMs to the appropriate nodes that have sufficient
resources to host them [177].

We design our system with the goal of achieving the following properties:

- **Highly adaptive:** The system should work in a diverse set of operating conditions and identify optimal operating points for a diverse set of cluster, node, and VM configurations. It should continuously adapt VM configurations in response to changes in workloads. Our choice of contextual bandits is primarily driven by its ability to learn and adapt to such settings.

- **Safe allocations:** A key challenge with using the bandit framework in our setting is that the adaptive controller might require a significant amount of unsafe exploration to distill a decent model of cluster behavior. We seek to build a system that can transfer the knowledge gained from simulations and thereby safely streamline the model distillation process in real clusters.

- **Modular and configurable:** Our system should provide a configurable framework that can integrate a variety of measurement sensors and operate using configurable prediction models. Further, we desire a framework that can integrate system management policies defined by the cluster operator (e.g., ensuring that VMs never exceed a certain amount of utilization for a given resource). Moreover, the approach should be general enough to be able to work with many hypervisors and virtualization environments.

### 4.2.2 Components

This section provides an overview of our system and introduce its core components. Figure 4.9 shows a high level overview of its architecture on top of Nutanix’s distributed storage fabric (DSF). ADARES is composed of five core components to optimize VM configurations: the Sensing Service component is deployed on each node in the cluster and runs within the controller VMs (CVMs), whereas the remaining components are executed within the cluster manager node.
4.2.2.1 Sensing Service (SS)

The Sensing Service is in charge of collecting telemetry data. The current version collects data at cluster, node, and VM-level. It utilizes sensors on each of the nodes in the cluster to continuously collect information regarding the utilization levels of resources as well as some key performance metrics of the VMs. For instance, it collects information on the CPU and memory utilization of VMs and the number of IOPS performed by each VM, as well as performance metrics such as CPU ready times, virtual memory swap rates, and the latency of I/O operations. These sensors are typically deployed on the controller VMs (CVMs) running on each node, which not only have access to VM-level metrics (e.g., CPU or memory utilization), but also interpose on I/O operations performed by the VMs on the virtual disks exported by the cluster software.

4.2.2.2 Filtering Service (FS)

The Filtering Service component serves as a preprocessing step running on the cluster manager node and is designed to limit the number of VM configuration changes made by the system at a given time. It enables the operator to filter the collected telemetry data based on different strategies.

Figure 4.9: ADARES Architecture
For instance, the FS can filter VMs with CPU usage greater than a certain threshold, randomly select a percentage of the total VMs in the cluster, etc. The output of this service is typically a subset of VMs that will be tuned in a given round of the contextual bandit algorithm. As such, the FS component functions as a throttling mechanism, as it can control the rate at which changes are made. This is especially important for highly loaded systems, where changing a large number of VMs at the same time could be counterproductive. It is worth noting that although this component aims to filter inputs in order to avoid unnecessary computations, ADARES can be configured to also discard outputs—as we shall see next in the Decision Service.

4.2.2.3 Predictive Service (PS)

The Predictive Service along with the Decision Service encompass the core contextual bandit logic in ADARES. At a high-level, a machine learning (ML) model identifies the appropriate arms or actions (e.g., scale up/down a VM’s memory allocation), given the current context or state of the VMs in the cluster (e.g., utilization level and other metrics). The actions are chosen based on some expected reward, i.e., the effect of taking the actions on the VM performance metrics. We discussed these concepts in greater detail in Section 2.2.

PS exports two methods as part of its interface: 1) predict, which outputs the recommended actions for the selected VMs based on the ML model trained to maximize the expected reward, and 2) learn, which supports updating the ML model in an online fashion, in order to fold in the actual observed rewards as a consequence of pulling arms (or taking actions).

It is worth noting that our framework is somewhat agnostic to the specific ML model chosen (e.g., linear models, decision trees, neural networks), as well as the prediction task (e.g., classification, regression), and it could be used outside the contextual bandits domain. For example, the user could potentially train a model to predict the peak CPU utilization of a VM in the next hour and use this prediction to determine whether to increase/decrease the number of vCPUs, or simply design a classifier to decide whether to scale up/down the memory of a VM based on the current performance metrics, without taking into account any expected reward, as opposed to how bandits work.
4.2.2.4 Decision Service (DS)

The Decision Service component makes the final decision regarding changes to resource allocations. PS gives hints to DS (e.g., with high confidence PS can recommend to scale down the vCPUs of a particular VM), but it is up to the DS service to follow PS’s advice. DS can be seen as a component that leverages the ML-based predictions, but additionally, folds in two other considerations when determining the actual decisions performed by the cluster manager: 1) exploring the configuration space to discover the rewards associated with a diverse set of actions, and 2) leveraging domain knowledge to make more sensible decisions given the application domain.

For the latter consideration, DS enables users to configure different rules, such as min-max (hard) bounds of utilization and resources, as well as update levels of resources per VM (or group of VMs). For example, a user could set a configuration to ensure that VDI VMs can only have between 1 and 4 vCPUs, and 2-8 GiB of memory, and that the system must always scale up the vCPUs of those VMs if their CPU usage is more than 90%. Further, on every scaling operation the user can configure, for example, to limit the number of updates of vCPUs to ±1 and memory to ±40%. This feature allows ADARES to be more cautious or aggressive in accordance with the workload resource tolerance.

4.2.2.5 Execution Service (ES)

The decisions made by DS are handed to this service, which triggers the adjustments. In order to perform provisioning changes on-the-fly, the underlying guest OS kernel needs support for hot addition/removal of CPUs and memory. We use Linux guests that provide such support.

Our current prototype supports integration with VMware vSphere[1] which acts as the VM management software layer, and we use VMware ESXi as the nodes’ hypervisor. As VMware vSphere only provides native support for hot addition of both resources but not removal, we use other vSphere APIs to perform the adaptations. In particular, we use APIs to execute programs directly on guests using the VMware Tools agent installed on the VMs, as the resources addition/removal

---

can be done with native Linux programs (echo and grep) [55][145]. Finally, this component also keeps track of the execution progress and notifies the main controller of any failures during the process.

4.2.3 Bandit-based Approach

We now describe how ADARES uses contextual bandits for the VM resource allocation problem. We begin by describing the rationale behind the bandits choice. We then outline how we apply it to our problem setting. Importantly, this section identifies the challenges in using contextual bandits and how ADARES addresses them.

4.2.3.1 Why Contextual Bandits?

Training a model offline using any supervised learning algorithm would not work in our case because VM workloads change frequently and many incoming VMs do not have historical records at all. Such approach would require re-training the model with a high frequency to try to keep up with workload changes and its unclear how often this process would be required to attain acceptable results.

Instead, using an online learning algorithm is more suitable because it automatically and dynamically adapts to new patterns as new data becomes available. One can think of an online model trained to predict workload characteristics of VMs. For example, given a new VM context, a model would predict its maximum CPU usage in the next hour, and if it is above certain target threshold, then the system would scale its vCPUs up. However, even if we had a perfectly accurate predictive model, we would not have an easy way to properly fold the result of taking the action into the model, as the prediction task is decoupled from the result of the action. Furthermore, the action taken would have affected the actual max CPU usage of the VM during the hour, complicating the learning process.

We therefore need an online formulation where the learning task itself could estimate the result (i.e., reward) of taking an action, given side information (i.e., VM context). As we do not know what would have happened had we taken a different action, our model should take different actions
so as to refine its estimates. The two main models that encompass the above characteristics are contextual bandits and reinforcement learning, described in greater detail in Chapter 2.

Reinforcement learning (RL) \cite{199, 201, 198} is oftentimes seen as an extension of the contextual bandit setting. One difference is that the reinforcement learning agent can take many actions until it observes a reward. For example, in a chess game, the player makes many moves but the reward is only revealed at the end of the game (win, loss, draw). This sparsity makes the problem harder to learn and gives rise to the so-called credit assignment problem, i.e., which actions along the way actually helped the player win? Further, in RL, a current decision may have an impact over a long horizon.

Although in our setting RL would be ideal, we can make certain simplifying assumptions to make the problem easier to learn in practice, and therefore be able to model it using contextual bandits. We do not need to deal with sparse rewards; after we scale a VM, we can sense its performance metrics with our Sensing Service and get an idea of how much the scaling action affected the VM. But most importantly, given the high number of changes we perform to VMs, we can assume that a current change will not have an impact on the VM performance over a long horizon (e.g., on the next day).

Even though recent successes in deep reinforcement learning \cite{153, 152} have made it quite popular among practitioners, most RL algorithms lack theoretical guarantees. On the contrary, there are many contextual bandits algorithms with strong theoretical guarantees that ensure convergence to an optimal solution \cite{131, 6, 28}, and they typically have a faster ramp up than their RL counterparts—another important aspect towards a successful practical implementation.

\subsection{4.2.3.2 Context-Actions-Reward}

In order to apply contextual bandits to manage VM resources, we need to define the set of features that represent the contexts $x$, the set of possible actions $\mathcal{A}$, and the reward function. Crucially, all this setup depends on how the rest of the system is structured, as in what can be measured and how the performance of an application VM can be quantified.
Context  We represent the context of VMs by cluster, node and VM-level features, as well as temporal information. The context attributes include the various measurements collected by the Sensing Service, e.g., the resource allocations made to VMs, current and historical resource utilization levels (at VM, node, and cluster granularities), summary statistics of those (e.g., max, min, average, and P95 utilization), performance metrics that characterize VM behavior (e.g., latency, IOPS, swap rates, CPU ready time, etc.), overcommitment factors of the node and cluster where the VM is running, and others. Is worth noting that the ability to feed side information into the agent, allows the agent to do context-dependent adaptations, and makes the whole contextual bandits framework well-suited for our setting.

The intuition behind including global information, i.e., cluster and node-level features besides just the VM information, is to aid the agent in making more “coordinated” scaling decisions across VMs, by also taking into account availability of resources in the host(s), oversubscription levels, etc. For instance, when the side information shows that a node’s resources are highly overcommitted, the agent might decide not to increase the resources of its VMs. Or when it detects sinusoidal usage patterns in VMs, it may decide to augment and decrease their resources depending on the part of the cycle it is in, and so on.

Actions  We use a special case of the general contextual bandit framework introduced in Section 2.2, in which the action set $A_t$ remains unchanged for every round $t$. In particular, we define a total of three actions per resource type (scale up, scale down or noop). For example, the agent can choose to scale up memory and scale down vCPUs, scale down both, neither, etc. Actions result in resource allocations updates to VMs, and in turn, VMs respond to the new allocations by exhibiting an updated set of utilization and performance metrics, which the agent then uses to update its model.

Reward  The final step in setting up the bandit formulation is to define the reward function. The primary objective in defining the reward function is to steer the cluster configurations towards states that correspond to minimal VM-level resource allocations without compromising VM per-
formance. Our framework is agnostic to the way the reward function is defined; the only constraint it imposes is that the reward must be a function of the various metrics gathered by the Sensing Service.

We give a reward of 1 when, irrespective of the action, we move from a “bad” state to a “good” one, e.g., from a context with swapping and/or CPU overload to a context without. We also give a payoff of 1 if we make “good” actions, e.g., if we scale down to increase the usage, but the VMs do not end up incurring in swapping or CPU overload, or if we scale up to try to escape from a state with swapping or high CPU load. On the other hand, we penalize (zero reward) actions that lead to bad states, e.g., if we are not swapping and after scaling down we start doing so. Finally, we also penalize scaling up/down recommendations of PS if the domain knowledge encoded in DS heuristics (i.e., hard bounds) don’t allow them.

We note that there are likely many formulations of the reward function that achieve the desired objective of maximizing system efficiency without hurting VM performance. We plan to provide the cluster operator with the ability to configure the reward function by incorporating additional information from application-level performance metrics, as that would allow for more precise reward valuations and faster convergence to optimal configurations.

4.2.3.3 Safe Allocations and Faster Training: Sim2Real

Another challenge of applying bandit-based approaches in our setting is that we need to ensure reasonable performance and respect “safety” constraints during the learning process. We need to be extra cautious not to mess up with VMs while exploring different actions but, at the same time, we want to make the right decisions as soon as possible. Incorporating “prior knowledge” before the agent is deployed might help to speed up learning and reduce the amount of (costly) interactions with the real VMs [15, 112].

Inspired by the robotics community, as well as prior work on the systems space [79], herein, we build a cluster simulator to pre-train our agent. The idea is to then transfer the knowledge gained while training on this (cost-less) simulator to bootstrap our agent before it is deployed in real clusters. We start the section by stating what we need from the simulator, the challenges its
construction presents, and how we address those challenges in our work.

**Requirements** The simulator should provide an easy mechanism to emulate, to some extent, the dynamics of a cluster. We are interested in modeling what happens to VM performance metrics once we perform configuration changes. In other words, we need (simplistic) analytical models of the environment that our Sensing Service can query to obtain the contextual information (or features) and rewards necessary to train our agent.

**Challenges** Although we brought robotics into the picture, building a simulator of a robot is a completely different endeavor. Therein, the well-defined rules of physics (e.g., gravity) aid in the otherwise even harder process. Herein, we don’t have those; the large number of components and connections (e.g., VMs, nodes, storage devices, queues), the intricate dependencies (e.g., hypervisors multiplexing shared resources), and the irregular resource needs (e.g., different workloads changing over time) complicate our ability to create a simulator that faithfully represents a real cluster.

Nevertheless, from a machine learning standpoint, we don’t need an entirely “accurate” simulator, we need a reasonable initialization of what we believe the dynamics are, and then we can keep updating those beliefs as we keep on training in the real cluster. By incorporating (incomplete) initial knowledge, the agent would be exposed to the relevant regions of the context and action spaces from the earliest steps of the learning process, thereby eliminating the time needed in random exploration for the discovery of these regions, as in safe reinforcement learning [85].

**Data-driven approach** Following the “reasonable” premise above, we use a data-driven strawman approach to build our cluster simulator. We run a set of controlled experiments on synthetic workloads that aim to mimic the ones we observe in real clusters, and we perform different changes to VM configurations and record their impact. For example, we change the amount of vCPUs assigned to VMs and observe how those changes affect their CPU usage.

Further, we run different I/O benchmarks using vdbench [212] to profile IOPS and latencies
for different representative workloads (e.g., 8k random reads, 8k random writes, 1M sequential
writes, 8k 50% random reads and 50% random writes, burst, sequential) at different rates, and with
different outstanding I/O per node. This profile data gives us an idea of the rates at which our
system can (roughly) serve the different types of I/O.

Given that we have an estimate of the service rates, and as we know the amount of outstanding
I/O in a node, we then resort to queueing theory (single server model or M/M/1) to compute arrival
rates per node, and then derive approximate latencies (or wait times) in the system. Finally, we
also create multi-queue multiprocessor schedulers with round robin per node, to roughly estimate
CPU ready times among the VMs running in those nodes. We acknowledge that the addition of
extra features to the simulator can (and probably will) get us better results on real clusters. We
leave that to future work.

4.2.4 Controller

Having introduced the core constructs of ADARES, and the instantiation of the contextual bandits
approach, in this section, we show how we use our system together with the latter framework to
dynamically adjust VM resources.

The core services described in Section 4.2.2 are orchestrated by a controller running in the
cluster manager node. Listing 1 shows a (simplified) example of the main controller loop, the heart
of our agent. The agent starts sensing the cluster state (cluster, node, and VM-level information).
Note that in our setting we define contexts \( x_t \in \mathbb{R}^d \) per VM, thus here \( X_t \in \mathbb{R}^{n \times d} \), where \( n \) is the
number of VMs in the cluster, and \( d \) the size of our feature vector. The \( i^{th} \) row in matrix \( X_t \)
represents the context of the \( i^{th} \) VM.

The agent then uses FS to select \( b \) VMs eligible for allocation updates in the current round,
where \( b \leq n \), and contacts the Predictive Service to obtain the recommendations for those filtered
VMs (\( P_t \in \mathbb{R}^{bx|A_t|} \), where \( |A_t| = 9 \) is the number of possible actions) (Line 4). In this and the next
step is where the bandit algorithm comes into play. After obtaining the predictions, the Decision
Service uses an exploration/exploitation strategy together with its domain knowledge to decide
which actions to take (\( A_t \in \mathbb{R}^{bx1} \), i.e., only one action per VM).
Listing 1 ADARES Controller

1: \( X_t \leftarrow \text{ss.sense(cluster)} \) (sense context)
2: \textbf{for} \( t = 1, 2 \ldots \textbf{do} \)
3: \( X_t \leftarrow \text{fs.filter}(X_t) \) (filter VMs)
4: \( P_t \leftarrow \text{ps.predict}(X_t) \) (get prediction values)
5: \( A_t \leftarrow \text{ds.decide}(P_t) \) (explore/exploit + domain knowledge)
6: \( \text{es.execute}(A_t) \) (execute actions)
7: \( X_{t+1} \leftarrow \text{ss.sense(cluster)} \) (sense new context)
8: \( R_{t,A_t} \leftarrow \text{reward}(X_t, A_t, X_{t+1}) \) (compute rewards)
9: \( \text{ps.learn}(X_t, A_t, R_{t,A_t}) \) (online learning)
10: \( X_t \leftarrow X_{t+1} \) (update context)
11: \textbf{end for}

The set of actions are passed to ES for the actual execution (Line 6). After the actions are executed, the agent uses the Sensing Service to get a sense of the actions’ impact on the VMs performance metrics. Note that \( X_{t+1} \in \mathbb{R}^{n \times d} \), i.e., we sense the whole cluster, not just the previous \( b \) filtered VMs. We do this because we will use these new contexts in the next iteration (Line 10), and because the filtering step (Line 3) may select a different subset of VMs than in previous iterations. The agent computes the rewards \textit{only} for the \( b \) filtered VMs of the current round. Finally, the agent learns the benefits/drawbacks of taking actions \( A_t \) for contexts \( X_t \) in Line 9.

4.3 Evaluation

We implemented ADARES in about 7.8 kLOC of Python. Our current prototype is built in the context of the same Nutanix commercial virtualization product that we used to collect the cluster measurements. In this section, we present the evaluation of our prototype with experiments on real clusters.
4.3.1 Setup

Cluster We have full control over an experimental cluster. This mainly homogeneous cluster consists of a total of 48 cores, a CPU capacity of 115.2 GHz and 512 GiB of RAM, on which we run around 20-36 VMs.

Virtualization Software We use VMware ESXi 5.5.0 as the hypervisor, and our Execution Service talks to vSphere to change the virtual hardware associated with the different VMs. We generate VM images with CentOS Linux 7, kernel version 3.10.x.

Further, we clone the VMs in our experiments from the three instance types shown in Table 4.2. None of the VMs can have less than 1 vCPUs and 2 GiB of RAM, but their maximums differ based on the type. Finally, we set the same tuning aggressiveness for all VMs, ± 1 for vCPUs and ± 512 MiB for memory.

<table>
<thead>
<tr>
<th>VM Instances</th>
<th>Resources</th>
<th>Initial</th>
<th>Min-Max</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>vCPUs</td>
<td>Mem (GiB)</td>
</tr>
<tr>
<td>large</td>
<td>2</td>
<td>3.75</td>
<td>1-4</td>
</tr>
<tr>
<td>xlarge</td>
<td>4</td>
<td>7.5</td>
<td>1-8</td>
</tr>
<tr>
<td>2xlarge</td>
<td>8</td>
<td>15</td>
<td>1-16</td>
</tr>
</tbody>
</table>

Table 4.2: VM Instance Types and Min-Max Ranges

Workloads We simulate different workloads using a modified version of flexible I/O tester [18], where we can configure the VM CPU load, the workload active memory size, and the I/O operations per second. We attempt to mimic the real workloads we observe in our traces, some VDI-based workloads, other Server-like workloads (e.g., SQL server), etc. We mainly issue 8k
block-sized I/O. Depending on the workload, we do random reads, random writes, and both ran-
dom reads and writes (50% each, 70-30%, or 80-20%).

**Methods** We use the following methods in our experiments:

- *passive*, where no configurations adjustments are done to VMs. This is the baseline currently deployed in Nutanix clusters.

- *reactive*, where we sense information about the VMs and if their usages are above/below certain threshold(s) we perform the adaptations.

- *proactive*, similar to *reactive*, but uses a machine learning model to predict maximum usages sometime in the near future (e.g., 10 minutes). It performs changes if the predicted utilization levels deviate from the configured target threshold(s).

- *bandits*, our method, where we adjust resources using contextual bandits.

We use 75% as the underprovisioned threshold for the *reactive* and *proactive* baselines; that is, if the current or predicted VM resource usage (either CPU or memory) is above 75%, the system scales the resource(s) up. Similarly, we use a 25%-threshold to indicate overprovisioning, i.e., if the current or predicted VM resource usage is below that threshold, we scale the resource(s) down. Our system makes decisions every 5 minutes.

**Machine Learning** Further, we use two linear models, one for each resource, to predict the max utilization of each resource in the next 10 minutes, in the *proactive* baseline. We train the models using stochastic gradient descent \([33]\), with \(l_2\) regularization, and the squared loss. We use the default hyperparameters of scikit-learn \([162]\).

For our method, *bandits*, we use LinUCB, the popular upper confidence bound (UCB) \([205]\) algorithm described in Section 2.2.1.2. We set the exploration constant to 0.5 (higher means more exploration), and the regularization parameter of the ridge regression to 0.01.
4.3.2 Results

4.3.2.1 Cluster Simulator Fidelity

We start off by evaluating the fidelity of our cluster simulator. Herein, we instantiate 26 \textit{xlarge} VMs in our cluster. We group them in four distinct groups, each with a different workload pattern and I/O intensity. We perform random configuration changes during a 8-hour period. We record all the actions done along the way, and we then replay those exact same actions in our simulator.
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\centering
\includegraphics[width=\textwidth]{figures}
\caption{VM Resource Provisioning and Utilization}
\end{figure}

Figures 4.10a and 4.10b show the total vCPUs and memory provisioned across the VMs over
Both the simulator (Sim) and the real cluster (Real) lines overlap, as we are replaying the same actions in the simulator. More interestingly, Figure 4.10c shows the average VM CPU usage across the four different VM groups. We observe that the simulator is doing a pretty good job in estimating the CPU usage of all the groups when we perform adaptations. Similarly, Figure 4.10d illustrates the memory usage across groups. We note that our simulator mostly underestimates the usage, which is most notoriously for groups 2 and 3. However, it seems to follow the line trend (e.g., groups 0 and 1) but is off by some constant factor.

Finally, Figure 4.11 shows the average VM latency decomposed in groups doing random reads (RR) and random writes (RW). We see that our simulator does a better job at estimating RWs operations, though it also does a decent job for random read I/O.

4.3.2.2 Transfer Learning: Sim2Real

In this section we evaluate how transfer learning helps to speed up training in real clusters. We run different static workloads across a set of 36 VMs, 12 of each of the instance types described in Table 4.2 for a period of \(~4\) hours. Herein, we compare the two flavors of our bandit-based approach, with and without transfer learning. Note that we pre-train in our simulator using VMs
that run other workloads in order to avoid overfitting. Still, if we were running the same workloads and overfitting, it would be an extra evidence of the reasonable performance of our simulator.

Figure 4.12a shows the total vCPUs provisioned over time for both bandit-based approaches, with and without transfer learning. We observe that the allocations are much more stable when we pre-train. Transfer learning lead us to a $2 \times$ saving of vCPUs allocations for this workload (109 vCPUs as opposed to 216). Even more, without pre-training, the agent ends up allocating more vCPUs than the ones it started with. This latter statement highlights the importance of safe exploration while applying these type of methods. Figure 4.12b shows the average I/O operations per second of the VMs in this workload. We observe that, even though we saved $2 \times$ vCPUs, we are still able to perform very close to the vanilla bandit version in terms of IOPS.

![Figure 4.12: vCPUs Allocations and VM IOPS](image)

We now illustrate how transfer learning helps LinUCB to accelerate training. Figure 4.13 shows the estimated reward and uncertainty of the different actions for a random VM context that has memory underprovisioning. We observe that the estimated rewards start at zero (solid dots) and uniform uncertainty (long lines with caps), when we start training from scratch (top of Figure 4.13a). As the agent learns, the confidence bounds shrink for that same context. However, the agent still recommends to do nothing CPU_NOOP_MEM_NOOP, the action with highest score.
On the other hand, Figure 4.13b shows the benefits of “bootstrapping” our model. At the top, we see non-uniform confidence bounds. Note that the agent is able to recommend the right action for this context (CPU_NOOP_MEM_UP), from the beginning, due to the knowledge transfer. Few iterations later, the upper confidence bounds are close to the expected reward, and the leading actions are still the ones that involve scaling up memory.

![Graph: LinUCB and Transfer Learning](image)

(a) Without Transfer Learning  
(b) With Transfer Learning

Figure 4.13: LinUCB and Transfer Learning

4.3.2.3 Workloads

**Static** Herein, we evaluate static workloads, which are characterized by a somewhat flat utilization profile over time. To that end, we use the same setting as Section 4.3.2.2, where we run workloads on a set of 36 VMs, 12 of each instance type, during 4 hours. We only report results on
the *bandits* version that uses transfer learning.

Figure 4.14a shows the vCPUs allocations over time for the different methods. We see that both *proactive* and *bandits* result in the fewest allocations, although our method converges to a steady state sooner.

Further, Figure 4.14b plots the CDF of CPU usages of VMs, both at the beginning and at the end of the runs. We observe that around 30% of the VMs start with 100% CPU usage, and ~35% are using less than 20% of their computational resources. As expected, the initial curves have an almost perfect overlap, as every method runs the same workload. More interestingly, at the end of the runs, we can see how the adaptive methods increase the usages of overprovisioned VMs (by scaling them down), as well as decrease the usage of underprovisioned ones (by scaling up). For example, in the *bandits* method, 35% of the VMs have at most 55% of CPU usage, and only less than 10% of the VMs have 100% CPU usage, as opposed to the initial 30%.

Overall, we see a 35% improvement, in terms of amount of vCPUs allocated, for the ML-based methods (*bandits* and *proactive*), when compared to static or threshold-based approaches. Further, at the end of the run, the standard deviation of the VMs CPU usage is 18% and 22% for *bandits* and *proactive* respectively, as opposed to 35% of *passive*, i.e., a 48%-37% improvement. Although the deviation of *reactive* is lower (14%), the average VM CPU utilization also is, 46% as opposed to 62% of *bandits*.

**Increasing**  Another example of workloads we observe in practice are those with increasing resource demands. In this case, we simulate a workload with increasing working set size (WSS). We augment the WSS every 20 minutes for a group of 20 *xlarge* VMs running in our controlled cluster.

Figure 4.15 shows the results of 4-hour runs. From 4.15a we observe that both *reactive* and *proactive* begin by hot removing memory from VMs. Around 6k seconds, the sensed memory usage goes above 75%, thus *reactive* starts scaling up. The surprising fact is the *proactive* allocations do not change. By looking at the predictions from this method, we observe that it always predicts a maximum memory utilization less than 75%, therefore, it does not perform adaptations. We speculate the reason is that it has not enough information to start making “accurate” predictions yet.
Bootstrapping the method with our simulator using the same idea of transfer learning could have helped.

On the other hand, we can see that the bandits method allocates slightly extra memory than passive during the initial $\sim 130$ minutes of the run. As the agent starts receiving punishments (or zero rewards) because of increasing swapping levels in the guest OSes, it starts scaling up (around 9k seconds). This phenomenon can be observed in Figure 4.15b, where we show the percentage of VMs that experience swapping over time. As expected, bandits performs the best, as it is being trained to avoid such states (or contexts).

Further, Figures 4.15c and 4.15d compares the average cluster latency and the total cluster IOPS of passive and bandits methods. We observe that our method shows lower I/O latency in general, and it can keep up with the workload IOPS. Overall, if we consider the number of VMs that are experiencing swapping at the end of the run, we can see bandits has a 63-65% improvement over the other baselines.

**Periodic and Static** We now focus on periodic and static workloads. In particular, we vary CPU utilization levels of VMs (Figure 4.16a), but keep constant the memory usage (Figure 4.16b). We
expect the adaptive methods to decommission CPU resources during non-peak times, and restore them back during high demand, and also, reduce the amount of provisioned memory to increase utilization. We run a 1-day long experiment, where we deploy four ADARES agents and execute them in parallel, one for each method. Each agent controls 8 \textit{xlarge} VMs, which are evenly spread across the nodes in the cluster.

On average, we observe that the ML-based adaptive methods provision less vCPUs and memory than the other two (Figures 4.16c and 4.16d), which translates into higher resource utilization (Figure 4.16e). For example, the average memory usage of \textit{bandits} almost doubles \textit{passive}'s usage.
Figure 4.16: Periodic and Static Workload
Further, even though \textit{bandits} uses less resources, it can still keep up with the IOPS of the workload (Figure 4.16f). Overall, \textit{bandits} ends up using around 25 GiB of RAM, almost a 60% reduction over the static baseline, while at the same time keeps reducing the CPU overload during peak times. Finally, we acknowledge that different threshold settings can cause completely different behavior for the \textit{reactive} and \textit{proactive} approaches. Even for \textit{bandits}, hyperparameter tuning of exploration constants, more advanced feature engineering, or non-linear models (both for \textit{bandits} and \textit{proactive}), could boost these numbers up. We leave that to future work.

4.3.2.4 \textit{LinUCB in Practice}

Finally, we illustrate few more examples of how LinUCB operates in practice. We use our cluster simulator to replicate the real cluster environment, and we run heterogeneous workloads across 36 VMs during 1k iterations. We checkpoint our model every 500 iterations to be able to track the progress.

We randomly select a VM with CPU underprovisioning and one with both CPU and memory underprovisioning. We show the estimated reward and uncertainty of the examples in Figures 4.17a and 4.17b, respectively. In both cases, we observe that the estimated rewards start at zero and there is high uncertainty in every action. As the algorithm performs exploration, those intervals shrink and the estimated rewards get closer to the expected rewards for each action (Iteration 500). The algorithm then starts exploiting and choosing the actions with the highest expected reward. From Figure 4.17a, we see that the “best” actions are the ones that involve scaling up vCPUs, as the VM experiences high CPU overload. Although the \textit{noop} action seems to be the most explored one, as its confidence interval shrunk the most, its estimated reward is still below the aforementioned actions. On a similar note, Figure 4.17b illustrates that scaling up both vCPUs and memory is the clear winner for VM contexts with underprovisioning of both resources.

4.4 \textit{Related Work}

We discuss work relevant to ADARES [44] in the areas of measurements and different approaches towards resource management (RM).
Measurements: Google traces [173, 224] have enabled research on a broad set of topics, from workload characterizations [149] to new algorithms for machine assignment [172]. However, they characterized a month-long trace of non-VM workloads. In this work, on the other hand, we focus on VM workloads running in enterprise clusters. There has been some recent work on VM workloads characterization [53, 115], but mainly in the public cloud setting. Prior work on measurements of enterprise clusters [43] do not quantify issues related to VM resource allocations. Other measurement studies mainly concentrate on network traffic and communication patterns within data center networks to reduce bandwidth utilization but do not focus per se on VM workload characterization [31].
Profiling RM Approaches: The prior work on resource management based on profiling approaches has focused on empirically deriving application demands by online and offline profiles of real workloads \cite{208,234,94}.

PseudoApp \cite{202} chooses the right VM size by creating a pseudo application to mimic the resource consumption of a real application; that is, it runs the same set of distributed components and executes the same sequence of system calls as those of the real application. CherryPick \cite{9} leverages Bayesian Optimization to build performance models for various applications, and uses those models to identify the best (or close-to-the-best) configuration, but using extra profiling runs.

Model-Driven RM Approaches: In general, model-driven approaches focus on building models to estimate the impact of different resource allocation strategies on the application performance. Oftentimes, they rely on historical resource demands to train statistical learning models to drive the allocation decisions \cite{195,235,84,186}.

PARIS \cite{228} leverages established machine learning techniques, such as random forests, to identify the best VM across multiple cloud providers. Ernest \cite{213} is a system to efficiently run applications on shared infrastructure by choosing the right hardware configuration. Their insight is that a number of jobs have predictable structure in terms of computation and communication, thus they build performance models that can predict the running time (or other performance metric of interest) of jobs on specified hardware configurations. One key difference with our approach is that they do not adjust VM resources on-the-fly, rather, their work assumes fix-sized instance types (as is the case of the public cloud), and they aim to choose the optimal instance type (and optimal number of instances) to run a particular job.

Gmach et al. \cite{90} propose a resource allocation system for data center applications that depends on predicting their behavior a priori based on the repetitive nature of their workloads. On a similar note, DejaVu \cite{210} identifies a few workload categories and leverages them to reuse previous resource allocations so as to minimize re-allocation overheads. In contrast, we assume our workload patterns can change over time, thus we propose a contextual bandits model to dynamically adapt to changes.
Soror et al. [192] leverages cost models that are built into database query optimizers to recommend workload-specific VM configurations. However, their framework only works for SQL-like workloads, as opposed to ours, which is agnostic to the application. Finally, PRESS [92] extracts dynamic patterns in application resource demands and adjusts their resource allocations automatically using signal processing and statistical learning algorithms. They only tune VM CPU limits, although they mention their approach is extensible to other resources, such as memory and networking.

**Adaptive RM Approaches:** Some prior work investigate auto-scaling using adaptive control loops and reinforcement learning [30, 70, 69, 79, 236, 111, 160, 171, 37], though none of the above use the contextual bandits framework. Other adaptive auto-scaling systems, such as the ones offered in Google Cloud Platform [93] or Amazon Web Services [10], allow users to maintain application availability by dynamically scaling their resources according to conditions they define. For example, users can set target utilization metrics (e.g., average CPU utilization, requests per second) and the system will then automatically adjust the number of instances as needed to maintain those targets (similar to reactive). Such systems mainly focus on horizontal scaling, whereas our work targets vertical one. In general, these threshold-based systems (either horizontal/vertical) are simple to implement and use, however their performance depends on the quality of the thresholds [14].

Perhaps the most prominent work on the VM resource allocation problem has been done by Delimitrou et al. [66, 64]. They mainly use collaborative filtering techniques to classify workloads using four different classification tasks (scale up/out, heterogeneity, and interference), and they rely on (small) online workload profiling as well as monitoring tasks for allocation re-adjustment.

**Scheduling/Migration Approaches** A great deal of previous research into resource management has focused on VM/task scheduling and migration [158, 29, 229, 65, 177]. They are somewhat orthogonal to our work, as we focus on the problem of maximizing the resource usage efficiency of VMs, which should result in easier scheduling, i.e., packing of smaller VMs [98].
4.5 Discussion and Future Work

Although we have proposed an initial framework for adjusting vCPUs and memory of VMs on-the-fly using ML techniques, some natural extensions of this work come to mind, both from a systems as well as an ML perspective. On the systems front, besides improving our simulator and adding support for more application-level metrics (e.g., SQL transactions per second), we are also planning on being able to tune other type of resources, such as networking and storage, as well as managing other entities, such as containers. Further, including sensitivity analyses of the different threshold choices (e.g., 25%, 75%), as well as augmenting the experiments with real workloads would be an obvious step to follow. Regarding ML, apart from experimenting with more complex models, an interesting step to take would be to enable smarter filtering policies in FS. By borrowing ideas from active learning literature [183], we could potentially filter the VMs that would provide the most useful information to our agent. For example, we could pick the instances in a greedy fashion, according to some informativeness measure used to evaluate all the instances in the cluster, or select the most “diverse” instances using submodularity [120], which would allow the agent to have a better coverage of the state space, thus improving generalization and speeding up training.

4.6 Summary

Virtual execution environments enable a more efficient use of server’s resources by consolidating multiple applications onto the same physical hardware. However, provisioning a VM with more (or less) resources than it requires can drastically impact its performance as well as that of other VMs in the cluster.

In this work, we first provided a characterization of resource allocation and utilization of virtual machines from thousands of enterprise clusters running production workloads. Given that we observed a high degree of overprovisioning and underprovisioning, mainly due to inaccurate user guesses, as well as significant variability in load demands over time, we proposed ADARES, an adaptive system that dynamically tunes resources of VMs. ADARES proposes an ML-based mechanism that uses the contextual bandits framework together with transfer learning to optimize
configurations of VMs in a cluster, and exploits cluster, node and VM-level information to promote efficient resource utilization across VMs. Our empirical results showed that our approach can significantly improve system utilization without sacrificing performance.
Latency to end-users and regulatory requirements push large companies to build data centers all around the world. The resulting data is “born” geographically distributed. On the other hand, many machine learning applications require a global view of such data in order to achieve the best results. These types of applications form a new class of learning problems, which we call geo-distributed machine learning (GDML). Such applications need to cope with: 1) scarce and expensive cross-data center (X-DC) bandwidth, and 2) growing privacy concerns that are pushing for stricter data sovereignty regulations.

Current solutions to learning from geo-distributed data sources revolve around the idea of first centralizing the data in one data center, and then training locally. As machine learning algorithms are communication-intensive, the cost of centralizing the data is thought to be offset by the lower cost of intra-data center (in-DC) communication during training.

In this work, we show that the current centralized practice can be far from optimal and propose an ML-System co-design for enabling geo-distributed training. Herein, we present PULPO, a system that treats ML as a first-class citizen, and leverages optimization-based techniques to reduce X-DC center communication. Further, we argue that the geo-distributed approach PULPO enables is structurally more amenable to dealing with regulatory constraints, as raw data never leaves the source data center. Our empirical evaluation on three real datasets shows orders of magnitude improvements in terms of cross-data center bandwidth consumption.
In summary, the main contributions of this work are:

- We introduce GDML, an important class of learning system problems that deals with geo-distributed datasets, and provide a study of the relative merits of state-of-the-art centralized solutions versus geo-distributed alternatives.

- We propose PULPO, a system co-designed with machine learning to enable geo-distributed machine learning. PULPO builds upon Apache Hadoop YARN [211] and Apache REEF [221], and extends their functionality to support multi-data center machine learning applications. We adopt a communication-sparse learning algorithm [139], originally designed to accelerate learning, and leverage it to optimize wide-area bandwidth consumption.

- We present empirical results from both simulations and a real deployment across continents, which show that, under common conditions, geo-distributed approaches can trade manageable penalties in training latency (less than 5×) for massive bandwidth reductions (multiple orders of magnitude).

We structure this chapter as follows: Section 5.1 formalizes the problem setting. We then describe the ML-System co-design in Section 5.2 and show evaluation results in Section 5.3. We present related work in Section 5.4, future work in Section 5.5, and summarize in Section 5.6.

5.1 Problem Formulation

In order to facilitate a study of the state-of-the-art centralized approach in contrast to geo-distributed alternatives (Figure 5.1), we formalize the problem in two dimensions: 1) we specify assumptions about the data, its size and partitioning, and 2) we restrict the set of learning problems to the well known statistical query model class [114].

5.1.1 Data distribution

We assume the dataset $D$ of $N$ examples $(x_i, y_i)$, where $x_i \in \mathbb{R}^d$ denotes the feature vector and $y_i \in \{-1, 1\}$ denotes the label of example $i$, to exist in $p \in \{1, \ldots, P\}$ partitions $D_p$, each of which is
generated in one of \( P \) data centers. Those \( P \) partitions consist of \( n_p \) examples each, with \( N = \sum_p n_p \).

Let \( d \) be the dimensionality of the feature vectors and \( \bar{d} \) the average sparsity (number of non-zeros) per example. The total size of each partition can be (roughly) estimated as \( s_p = n_p \bar{d} \). Although this approximation serves our purposes, in order to have a more precise estimate of the partition sizes, we should not rely on a single \( \bar{d} \) value (average instance sparsity across the entire data). This is because the sparsity of instance vectors may depend on the data center location. For example, in the case of a recommendation application, the US data center might have more dense feature vectors (user profiles) than those in a data center in South America.

Further, let \( p^* \) be the index of the largest partition, i.e., \( p^* = \arg \max_p n_p \). Then, the total X-DC transfer needed to centralize the dataset is:

\[
T_C = (N - n_{p^*}) \bar{d} \tag{5.1}
\]

The goal here is to transfer all instances to the data center that holds the largest subset of instances. Data compression is commonly applied to reduce this size, but only by a constant factor.
5.1.2 Learning Task

Herein, we restrict the set of learning problems we consider to those that fit the statistical query model. This model covers a wide variety of important practical machine learning models, including both supervised (e.g., linear and logistic regression, support vector machines) and unsupervised (e.g., k-means clustering) models.

The beauty of algorithms that fit into the statistical query model is that they can be written in certain summation form, which allows them to be easily parallelized [50]. In the statistical query model, the learning algorithm is allowed to obtain estimates of statistical properties of the examples (e.g., sufficient statistics, gradients) but cannot see the examples themselves [78]. In other words, the algorithm can be phrased purely in terms of statistical queries over the data, and those statistical queries decompose into the sum of a function applied to each example; a structural property we can leverage to co-design our system with ML.

Let that function be denoted by \( f_q \in \{ f_1, f_2, \ldots, f_Q \} \). A query result \( F_q \) is then computed as \( F_q = \sum_{i=1}^{N} f_q(x_i, y_i) \). With the data partitioning, this can be rephrased as

\[
F_q = \sum_{p=1}^{P} \sum_{i=1}^{n_p} f_q(x_i, y_i)
\]

In other words, the X-DC transfer per statistical query is the size of the output of its query function \( f_q \), which we denote as \( s_q \). The total X-DC transfer then depends on the queries and the number of such queries issued, \( n_q \), as part of the learning task, both of which depend on the algorithm executed and the dataset. Let us assume we know these for a given algorithm and dataset combination. Then, we can estimate the total X-DC transfer cost of a fully distributed execution as:

\[
T_D = (P - 1) \sum_{q=1}^{Q} n_q s_q
\]

Note that this relies on the cumulative and associative properties of the query aggregation, i.e., the problem structure, by which we only need to communicate one result of size \( s_q \) per data
center. The data center that aggregates the results does not need to communicate any data over the wide-area network, thus the $P - 1$ term in Equation (5.3).

With this formalization, the current state-of-the-art approach of centralizing the data relies on the assumption that $T_C \ll T_D$. However, it is not obvious why this should always be the case, as the X-DC transfer of the centralized approach $T_C$ grows linearly with the dataset size, whereas the X-DC transfer of a distributed approach $T_D$ grows linearly with the size and number of the queries. Additionally, relatively large partitions per data center typically yield more meaningful statistics per data center. This, in turn, means that the learning algorithm needs fewer queries to converge, lowering $T_D$ as the dataset size grows given a fixed number of partitions.

Hence, it is apparent that the assumption that $T_C \ll T_D$ holds for some, but not all regimes. All things being equal, it seems that larger datasets would favor the distributed approach. Similarly, all things being equal, larger query results and algorithms issuing more queries seem to favor the centralized approach.

In order to study this more precisely, we need to restrict the discussion to a concrete learning problem for which the queries $q$, their functions $f_q$ and their output sizes $s_q$ are known. Further, the number of such queries can be bounded by invoking the convergence theorems for the chosen learning algorithm. Herein, we choose linear modeling to be the learning problem for its simplicity and rich theory. In particular, we consider the $l_2$ regularized linear learning problem.

Let $l(w, x_i, y_i)$ be a continuously differentiable loss function with Lipschitz continuous gradient, where $w \in \mathbb{R}^d$ is the weight vector. Let $L_p(w) = \sum_{i \in D_p} l(w, x_i, y_i)$ be the loss associated with data center $p$, and $L(w) = \sum_p L_p(w)$ be the total loss over all data centers. Our goal is to find $w$ that minimizes the following objective function, which decomposes per data center:

$$f(w) = \frac{\lambda}{2} \|w\|^2 + L(w) = \frac{\lambda}{2} \|w\|^2 + \sum_p L_p(w)$$

(5.4)

where $\lambda > 0$ is the regularization constant. Depending on the loss chosen, this objective function covers important cases such as linear support vector machines (hinge loss) and logistic regression (logistic loss). Learning such model amounts to optimizing Equation (5.4). Many optimization
algorithms are available for the task, and in Section 5.2.3 we describe the one we choose.

It is important to note that one common statistical query of all those algorithms is the computation of the gradient of the loss in Equation (5.4) with respect to $w$. The size of that gradient (per partition and globally) is $d$. Hence, $s_q$ for this class of models can be approximated by $d$. This allows us to rephrase the trade-off mentioned above. All things being equal, datasets with more examples $(x_i, y_i)$ would tend to favor the distributed approach. Similarly, all things being equal, datasets with higher dimensionality $d$ would generally lean towards the centralized setting.

### 5.2 System Design

This section describes the co-design of PULPO with machine learning to enable efficient geo-distributed training. Our system relies on optimization-based techniques to efficiently communicate dataset statistics through the wide-area network, thus reducing X-DC bandwidth consumption. Herein, we provide a high-level description of the goals that influenced the design of PULPO, the description of its core components, and the optimization procedure we use to reduce the cross-data center transfers.

#### 5.2.1 Goals

PULPO is designed to efficiently train machine learning models from geo-distributed datasets. We design our system considering the following properties:

- **Flexibility**: We need a flexible system that can run in two regimes, i.e., in-DC and X-DC, without requiring two separate implementations. Further, our system should *not be tied* to any specific algorithm, rather, it should expose a generic framework suitable for geo-distributed and centralized implementations of, at least, ML algorithms expressible in the statistical query model class.

- **Visibility**: The system should provide *enough* visibility of the underlying network topology to the application layer, so that algorithm authors’ can explicitly control what to run within a
data center and what to run across data centers. Perhaps surprising to software engineers but not to algorithm developers, our system should make the geo-distribution less transparent by allowing network-aware placement of tasks.

- **Uniformity:** The system should be able to obtain resources (CPU cores and RAM) across different data centers in a uniformly basis. In other words, it should be able to view multiple data centers as a single one. Although this goal seems to clash with the visibility one, they are complementary; that is, uniformity refers to resource management whereas visibility focus on computation and communication patterns.

5.2.2 **Components**

This section provides an overview of our system and introduce its core components. Figure 5.2 shows a high level overview its three-tier architecture as well as the abstractions each layer provides.

5.2.2.1 **Resource Management: Apache Hadoop YARN**

PULPO’s bottom layer consists of a resource manager. A resource manager is a platform that dynamically leases resources, known as containers, to various competing applications in a cluster. It acts as a central authority and negotiates with potentially many application masters the access to those containers [221]. Among the most well-known implementations are Apache Hadoop YARN [211], Apache Mesos [99] and Google Omega [182]. All of these systems are designed to operate within one data center and multiplex applications on a collection of shared machines.

In our setting, we need a similar abstraction, but it must span multiple data centers. We build our solution on top of Apache Hadoop YARN. As part of Microsoft’s effort to scale-out YARN to Microsoft-scale clusters (tens of thousands of nodes), they have been contributing to Apache a new architecture that allows to federate multiple clusters [51]. This effort was not originally intended to operate in a X-DC setting, and as such, was focused on hiding from the application layer the different sub-clusters. It is worth mentioning that single data center federation is deployed in
production at scale at Microsoft.

As part of this work, we have been experimenting and extending this system, leveraging its transparency yet providing enough visibility of the network topology to our application layer. As a result, we can run a single application that spans different data centers in an efficient manner.

5.2.2.2 Framework: Apache REEF

On top of YARN, PULPO uses Apache REEF [221], which provides the basic control flow for our application. This middleware provides a generalized control plane to ease the development of applications on resource managers. REEF provides a control flow master called Driver to applications, and an execution environment for tasks on containers called Evaluator. Applications are expressed as event handlers for the Driver to perform task scheduling (including fault handling) and the task code to be executed in the Evaluators. As part of this work, we extend REEF to support geo-federated YARN, including scheduling of resources to particular data centers.

REEF provides a group communications library that exposes Broadcast and Reduce operators similar to Message Passing Interface (MPI) [96]. Like MPI, REEF’s group communications library is designed for the single data center case. We expand it to cover the X-DC case we study here. Note that all changes to Apache REEF have been contributed back to the project where appropriate.
Figure 5.3: Multi-Level Master/Slave Communication Tree with $P$ data centers, each with its own data center master ($M_i$) and slaves ($S_{ij}$). The global master $M^G$ is physically located in DC-1. The solid and dashed lines refer to in-DC and X-DC links respectively.

5.2.2.3 Application Layer: DML / GDML

Statistical query model algorithms can be implemented using nothing more than Broadcast and Reduce operators [50], where data partitions reside in each machine, and the statistical query is Broadcast to those, while its result is computed on each machine and then aggregated via Reduce.

Both Broadcast and Reduce operations are usually implemented via communication trees in order to maximize the overall throughput of the operation. Traditional systems, such as MPI [96] implementations, derive much of their efficiency from intelligent (and fast) ways to establish these trees. Different from the in-DC environment where those are typically used, our system needs to work with network links of vastly different characteristics. X-DC links have higher latency than in-DC ones, whereas the latter have usually higher bandwidths [22]. Further, WAN links are much more expensive than intra-data center links, as they are frequently rented or charged-for separately, in the case of the public cloud.

PULPO addresses these challenges with a heterogeneous, multi-level communication tree. Figure 5.3 shows an example of the multi-level communication tree we use. A global Broadcast originates from $M^G$ to the data center masters $M_i$, which in turn do a local Broadcast to the slave nodes $S_{ij}$ in their own data centers. Conversely, local Reduce operations originate on those slave nodes, while the data center masters $M_i$ aggregate the data prior to sending it to $M^G$ for global
aggregation.

To make this happen, we extend REEF’s communication library in order to create multiple communication groups, as shown in Figure 5.4. The global master $M^G$ together with the data centers masters $M_i$, form the global communication group (GCG), where the global Broadcast / Reduce operations are performed, and used in the outer loop of Algorithm 1—as we shall see next. Likewise, the slave nodes within each data center and their masters $M_i$ form the local communication groups (LCG), where the local Broadcast / Reduce operations execute, and are used to optimize the local approximations $\hat{f}_p$ of Equation (5.8) (more details next). This mechanism provides the flexibility to communicate only locally (LCG) or globally between masters (GCG), and highlights the ML as a first-class citizen property our system embraces.

5.2.3 Optimization-based Approach

Given the iterative nature of ML optimization algorithms, we need to somehow reduce the number of X-DC iterations if we want our geo-distributed training approach to reduce the wide-area communication costs when compared to centralized methods. In other words, we need a
Algorithm 1 Functional Approximation based Distributed Learning Algorithm (FADL)

Choose $w^0$

for $r = 0, 1...$ do

Compute $g^r$ (X-DC communication)

Exit if $||g^r|| \leq \varepsilon ||g^0||$

for $p = 1,...,P$ (in parallel) do

Construct $\hat{f}_p(w)$ (Equation (5.8))

$w_p \leftarrow$ Optimize $\hat{f}_p(w)$ (in-DC communication)

end for

d$^r \leftarrow \frac{1}{P} \sum_{p} w_p - w^r$ (X-DC communication)

Line Search to find $t$ (negligible X-DC communication)

$w^{r+1} \leftarrow w^r + t d^r$

end for

communication-efficient algorithm capable of minimizing the communication between the data centers. It is clear from Equation (5.3) that such an algorithm should try to minimize the number of queries whose output size is very large. In the case of Equation (5.4), this means that the number of X-DC gradient computations should be reduced.

Recently, many communication-efficient algorithms have been proposed that trade-off local computation with communication \cite{5,114,35,232,105}. Herein, we use the algorithm proposed by Mahajan et al. \cite{140} to optimize Equation (5.4), shown in Algorithm 1. We choose this algorithm because experiments show that it performs better than the aforementioned ones, both in terms of communication and running time \cite{140}. The algorithm was initially designed for running in a traditional distributed machine learning setting, i.e., single data center\cite{140}. In this work, we adapt it for X-DC training, a novel application that was not originally intended for.

The main idea of the algorithm is to trade-off in-DC computation and communication with X-DC communication. The minimization of the objective function $f(w)$ is performed using an

\footnote{We confirmed this with the first author.}
iterative descent method in which the $r^{th}$ iteration starts from a point $w^r$, computes a direction $d^r$, and then performs a line search along that direction to find the next point $w^{r+1} = w^r + t d^r$.

We adapt the algorithm to support GDML in the following manner. Each node in the algorithm now becomes a data center. All the local computations like gradients and loss function on local data now involves both computation as well as in-DC communication among the nodes in the same data center. On the other hand, all global computations like gradient aggregation involves X-DC communication. This strengthens the need for the two levels of communication and control described in the previous section, and reinforces the choice of an ML-System co-design to enable efficient geo-distributed machine learning.

In a departure from communication-heavy methods, this algorithm uses distributed computation for generating a good search direction $d^r$ in addition to the gradient $g^r$. At iteration $r$, each data center has the current global weight vector $w^r$ and the gradient $g^r$. Using its local data $D_p$, each data center can form an approximation $\hat{f}_p$ of $f$. To ensure convergence, $\hat{f}_p$ should satisfy a gradient consistency condition, $\nabla \hat{f}_p(w^r) = g^r$. The function $\hat{f}_p$ is approximately\(^2\) optimized using a method $M$ to get the local weight vector $w_p$, which enables the computation of the local direction $d_p = w_p - w^r$. The global update direction is chosen to be $d^r = \frac{1}{p} \sum_p d_p$, followed by a line search to find $w^{r+1}$.

In each iteration, the computation of the gradient $g^r$ and the direction $d^r$ requires communication across data centers. Since each data center has the global approximate view of the full objective function, the number of iterations required are significantly less than traditional methods, resulting in orders of magnitude improvements in terms of X-DC communication.

The algorithm offers great flexibility in choosing $\hat{f}_p$ and the method $M$ used to optimize it. A general form of $\hat{f}_p$ for Equation (5.4) is given by:

$$\hat{f}_p(w) = \frac{\lambda}{2} ||w||^2 + \hat{L}_p(w) + \hat{L}_p(w)$$  \hspace{1cm} (5.5)

where $\hat{L}_p$ is an approximation of the total loss $L_p$ associated with data center $p$, and $\hat{L}_p(w)$ is

---

\(^2\)Mahajan et al. [140] proved linear convergence of the algorithm even when the local problems are optimized approximately.
an approximation of the loss across all data centers except $p$, i.e., $L(w) - L_p(w) = \sum_{q \neq p} L_q(w)$. One can simply use $\hat{L}_p = L_p$, i.e., the exact loss function for data center $p$. However, Mahajan et al. [140] showed better results if the local loss function is also approximated. Among the possible choices suggested, we consider the following quadratic approximations in our work:

\[
\hat{L}_p(w) = \nabla L_p(w^r) (w - w^r) + \frac{1}{2} (w - w^r)^T H_p^r (w - w^r)
\] (5.6)

\[
\hat{L}_p(w) = (\nabla L(w^r) - \nabla L_p(w^r)) (w - w^r) + \frac{P-1}{2} (w - w^r)^T H_p^r (w - w^r)
\] (5.7)

where $H_p^r$ is the Hessian of $L_p$ at $w^r$. Replacing (5.6) + (5.7) in (5.5) we have the following objective function:

\[
\hat{f}_p(w) = \frac{\lambda}{2} ||w||^2 + g^r(w - w^r) + \frac{P}{2} (w - w^r)^T H_p^r (w - w^r)
\] (5.8)

We use the conjugate gradient (CG) algorithm [185] to optimize (5.8). Note that each iteration of CG involves a statistical query with output size $d$ to do a hessian-vector computation. However, this query involves only in-DC communication and computation, whereas for traditional second order methods like TRON [136], it will involve X-DC communication.

**Discussion**  Let $T_{outer}$ be the number of iterations required by the algorithm to converge. Each iteration requires two queries with output size $s_q = d$ for the gradient and direction computation, and few queries of output size $s_q = 1$ for the objective function computation in the line search. Since $d \gg 1$, we can ignore the X-DC communication cost for the objective function computation. Hence, we can rewrite Equation (5.3) as $T_D = 2 (P - 1) d T_{outer}$. Therefore, for $T_D$ to be less than $T_C$ the following must hold:

\[
2 (P - 1) d T_{outer} < (N - n_p^*) \bar{d}
\] (5.9)

In practice, the typical value of $P$ (data centers) is relatively small (in the 10s). Since there are few data centers (i.e., few partitions of the data), the above algorithm will take only few (5-20)
outer iterations to converge. In fact, in all our experiments in Section 5.3, the algorithm converges in less than 7 iterations. This means that as long as the total size of the data is roughly more than $2 - 3$ orders of magnitude greater than the dimensionality $d$, which is the typical case for large datasets, doing optimized geo-distributed learning would reduce the X-DC transfers compared to the centralized approach.

5.3 Evaluation

We implemented a prototype of PULPO in about 13 kLOC of Java, which allows us to evaluate the state-of-the-art of centralizing the data before learning in comparison with truly distributed approaches. In this section, we describe our findings, starting with the setup and definition of the different methods used, followed by results from both simulated and real deployments.

5.3.1 Setup

Clusters We report experiments on two deployments: a distributed deployment on Azure across two data centers, and a large centralized cluster on which we simulate a multi-data center setup (2, 4, and 8 data centers). This simulated environment is our main testbed, and we mainly use it for multi-terabyte scale experiments, which are not cost-effective on public clouds. We use 256 slave nodes divided into 2-8 simulated data centers in all our simulations. Further, all the experiments are done with the logistic loss function.

We ground and validate the findings from the simulations on a real cross-continental deployment on Microsoft Azure. We establish two clusters, one in a data center in Europe and the other on the U.S. west coast. We deploy two DS12 VMs into each of these clusters. Each of those VMs has 4 CPU cores and 28 GB of RAM. We establish the site-to-site connectivity through a VPN tunnel using a High Performance VPN Gateway.

Datasets We use three datasets of user behavior data in web sites for our evaluation, two of which are publicly available. All of them are derived from click logs. Table 5.1 summarizes their

---

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Examples (N)</th>
<th>Features (d)</th>
<th>Size Model</th>
<th>Size Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRITIEO</td>
<td>4B</td>
<td>5M</td>
<td>20MB</td>
<td>1.5TB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10M</td>
<td>40MB</td>
<td>1.5TB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50M</td>
<td>200MB</td>
<td>1.6TB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100M</td>
<td>400MB</td>
<td>1.7TB</td>
</tr>
<tr>
<td>WBCTR</td>
<td>730M</td>
<td>8M</td>
<td>32MB</td>
<td>347GB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16M</td>
<td>64MB</td>
<td>362GB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80M</td>
<td>320MB</td>
<td>364GB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>160M</td>
<td>640MB</td>
<td>472GB</td>
</tr>
<tr>
<td>KAGGLE</td>
<td>46M</td>
<td>0.5M</td>
<td>2MB</td>
<td>8.5GB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1M</td>
<td>4MB</td>
<td>8.5GB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5M</td>
<td>20MB</td>
<td>9GB</td>
</tr>
</tbody>
</table>

Table 5.1: Datasets overview. Dataset sizes reported are after compression. Weights in the models are represented in single-precision floating-point format (32 bits) with no further compression. Note that the average sparsity (number of non-zeros) of each of the dataset versions are very similar, thus we do not observe a significant size change after increasing the number of features.

statistics. CRITIEO and KAGGLE are publicly available [56][110]. The latter is a small subset of the former, and we use it for the smaller scale experiments in Azure. WBCTR is an internal Microsoft dataset. We vary the number of features in our experiments using hashing kernels as suggested in [222].

The dataset sizes reported in Table 5.1 refer to compressed data. The compression and decompression is done using Snappy[^4] which enables high-speed compression and decompression with

[^4]: For more details refer to [https://github.com/xerial/snappy-java](https://github.com/xerial/snappy-java)
reasonable compression size. In particular, we achieve compression ratios of around 62-65% for the CRITEO and WBCTR datasets, and 50% for KAGGLE. Our system performs all computations using double precision arithmetic, but communicates single precision floats. Hence, model sizes in Table 5.1 are reported based on single-precision floating point numbers.

In our experiments, we assume the datasets are randomly partitioned across the data centers, i.e., we assume each data center keeps an approximately equal number of examples. Note that although this is a strong assumption, as data in different data centers can be distributed differently, it holds true in some important production use cases we observe. In such cases, load balancing across data centers forces data to be “randomly” spread across them. However, this is not fully general, as other important GDML workloads require data to be close to the users (to achieve low latency interactions), thus strong geographically biases emerge. Besides the dataset sizes, in practice, data centers can also vary significantly in terms of their bandwidth and computational resources. We plan on addressing these issues in future work.

**Methods** We contrast the state-of-the-art approach of centralizing the data prior to learning with several alternatives, both within the regime requiring data copies and truly distributed:

- *centralized*, denotes the current state-of-the art, where we copy the data to one data center prior to training. Based on the data shipping model used, two variants of this approach arise:

  - *centralized-stream*, refers to a streaming copy model where the data is replicated as it arrives. When the learning job is triggered in a particular data center, the data has already been transferred there, therefore, no copy time is included in the job running time, and

  - *centralized-bulk*, refers to a batch replication scheme where the data still needs to be copied by the time the learning process starts, therefore, the copy time has an impact on the job running time, i.e., the job needs to wait until the transfer is made to begin the optimization.
• *distributed*, which builds the multi-level master/slave tree for X-DC learning, but does not use the efficient algorithm in Section 5.2.3 to optimize Equation (5.4), instead, it optimizes using TRON [136].

• *distributed-fadl*, which uses the algorithm introduced in Section 5.2.3 to optimize Equation (5.4), and similarly to *distributed*, it performs the optimization in a geo-distributed fashion, i.e., it leaves the data in place and runs a single job that spans training across data centers.

We observe both flavors of centralized to occur in practice. We simply refer to *centralized* when no distinction between its variants is required. This approach (and its variants) only performs compressed data transfers, and uses the algorithm described in Section 5.2.3 for solving the $l_2$ regularized linear classification problem mentioned in Section 5.1.

Both *distributed* and *distributed-fadl* methods represent the furthest departure from the current state-of-the-art as their execution is truly geo-distributed. Studying results from both allows us to draw conclusions about the relative merits of the system enabling truly geo-distributed training (*distributed*) as well as the optimization-based technique used to minimize the system’s X-DC bandwidth consumption (*distributed-fadl*).

5.3.2 Results

In this section we present results from the methods introduced above. We focus on two key metrics: 1) total X-DC transfer size, and 2) latency to model.

5.3.2.1 Simulation

**X-DC Transfer** Figure 5.5 illustrates the total X-DC transfer of the different methods for different numbers of data centers. We only show two versions of CRITEO and WBCTR, though the others follow the same patterns. In general, X-DC transfers increase with the number of data centers as there are more wide-area communication paths. As expected, increasing the model dimensionality also impacts the transfers in the distributed versions. In Figure 5.5b, the optimized
Figure 5.5: X-DC transfer (in GB) versus number of data centers for two versions of CRITEO and WBCTR datasets (y-axis is in log scale). The method distributed-fadl consumes orders of magnitude less X-DC bandwidth than any variant (stream or bulk) of the compressed centralized approach. Moreover, a naive algorithm that does not economize X-DC communication, as is the case of the distributed method, also reduces transfers with respect to the current centralized state-of-the-art.

In this setting, centralized (any variant) transfers half of the compressed data (870 GB) through the X-DC link before training, whereas distributed-fadl just needs 9 GBs worth of transfers to train the model. Likewise, in the WBCTR dataset (Figure 5.5d), we see the biggest difference in the 2 data centers scenario (1 order of magnitude). When the data is spread across 8 data centers, centralized transfers almost the same as distributed. In general, even the non communication-efficient distributed baseline also outperforms the current practice, centralized, on both datasets.

Objective / X-DC Transfer Trade-off  

Commercial deployments of machine learning systems impose deadlines and resource boundaries on the training process. This can make it impossible to run the algorithm till convergence. Hence, it is interesting to study the performance of the centralized and distributed approaches in relationship to their resource consumption. Figure 5.6 shows the relative objective function over time as a function of X-DC transfers for 2 and 8 data centers on the CRITEO and WBCTR datasets. We use the relative difference to the optimal function value, cal-
Figure 5.6: Relative objective function (compared to the best) versus X-DC transfer (in GB) for 2 and 8 data centers for two versions of CRITEO and WBCTR datasets (both axis are in log scale). The method distributed-fadl achieves lower objective values much sooner in terms of X-DC transfers than the other methods. The centralized objective remains constant with respect to X-DC transfers throughout the optimization as it starts once the data has been transferred. The distributed method does incur in more transfers than distributed-fadl, although it also reduces the overhead of the centralized approach. Increasing the models dimensionality, naturally increases the X-DC transfers. Note that centralized refers to both of its variants (stream and bulk), and we only report compressed data transfers for this method.
culated as \((f - f^*) / f^*\), where \(f^*\) is the minimum value obtained across methods. X-DC transfers remain constant in the *centralized* (any variant) method as it starts the optimization after the data is copied, i.e., no X-DC transfers are made while training. In general, *distributed-fadl* achieves lower objective values much sooner in terms of X-DC transfers, which means that this method can get some meaningful results faster. If an accurate model is not needed (e.g., \(10^{-2}\) relative objective function value), *distributed-fadl* gives a quicker response. As we increase the number of data centers, X-DC communication naturally increases, which explains the right shift trend in the plots (e.g., Figures 5.6a and 5.6b).

**Storage**  As the number of data centers increases, *centralized* (any variant) requires more space on disk. In particular, assuming the data is randomly partitioned across data centers, *centralized* stores at least \(1.5 \times\) more data than the distributed versions, with a maximum difference of almost \(2 \times\) when considering 8 data centers. On the other hand, both *distributed* and *distributed-fadl* only need to store the original dataset (1 \(\times\)) throughout the different configurations.

### 5.3.2.2 Real Deployment

**X-DC Transfer**  To validate our simulation, we include Figure 5.7, which shows the relative objective function with respect to the X-DC bandwidth for the KAGGLE dataset in 2 Azure data centers (Western US and Western Europe). These experiments match our findings in the simulated environment. For the *centralized* approach, we transfer the data from EU to US, and run the optimization in the latter data center. Similar to Figure 5.6, the increase in the number of features causes more X-DC transfers (right shift trend in the plots). The efficient geo-distributed method *distributed-fadl* still communicates the least amount of data, almost 2 orders of magnitude less than the *centralized* (any variant) approach for the 500k model (Figure 5.7a).

**Runtime**  Figure 5.8 shows the relative objective function over time for the 2 Azure data centers using the KAGGLE dataset. We normalize the time to the *centralized-stream* approach, calculated as \(t / t^*\), where \(t^*\) is the overall time taken by *centralized-stream*. This method performs the fastest
Figure 5.7: Relative objective function (compared to the best) versus X-DC transfer (in GB) for the KAGGLE dataset in 2 Azure data centers (both axis are in log scale). The increase in the model size explains the right shift trend in the plots. The method distributed-fadl consumes the least amount of X-DC bandwidth, at least 1 order less in every scenario, and 2 when using the 500k model. The objective/transfer pattern is similar to Figure 5.6. Both distributed methods transfer much less X-DC data than the centralized state-of-the-art. Note that centralized refers to both of its flavors (stream and bulk), and only transfers compressed data.

in every version of the dataset (500k, 1M, and 5M features) as the data has already been copied by the time it starts, i.e., no copy time overhead is added, and represents the lower bound in terms of running time.

Although the centralized approach always transfers compressed data, we do not take into account the compression/decompression time for computing the centralized-bulk runtime, which would have otherwise tied the results to the choice of the compression library. Figures 5.8a, 5.8b, and 5.8c show that centralized-bulk pays a high penalty for copying the data, it runs in approximately $8 \times$ or more of its stream counterpart.

The communication-efficient distributed-fadl approach executes in $1.3 \times$, $2.4 \times$, and $7.4 \times$ of the centralized-stream baseline for 500k, 1M, and 5M models respectively, which is a remarkable result given that it transfers orders of magnitude less data (Figure 5.7), and executes in a truly geo-distributed manner, respecting potentially strict regulatory constraints. Moreover, if we consider the relative objective function values commonly used in practice to achieve accurate models (10$^{-4}$,
Figure 5.8: Relative objective function (compared to the best) over time (relative to the centralized-stream method) for the KAGGLE dataset in 2 Azure data centers (y-axis is in log scale). The method distributed-fadl beats every approach but centralized-stream. This latter method is the best case scenario, where the data has already been copied and is available in a single data center when the job is executed. The distributed-fadl method lies very close to the optimum (centralized-stream), especially in low-dimensional models and when considering commonly accepted objective function values ($10^{-4}$, $10^{-5}$). Both distributed and distributed-fadl performance degrades when the model size increases (as expected), but distributed does so much worse (5.8c), which further shows that in order to do geo-distributed machine learning, a communication-efficient algorithm is needed.
$(10^{-5})$, this method’s convergence time lies in the same ballpark as the lower bound *centralized-stream* in terms of running time. Still, *distributed-fadl* is way ahead in terms of X-DC transfers (orders of magnitude of savings in X-DC bandwidth), while at the same time it potentially complies with data sovereignty regulations.

Figure 5.8a shows that *distributed-fadl* performs very close to the best scenario, matching the intuition built in Section 5.1 that this method does very well on tasks with (relatively) small models and (relatively) large number of examples. Furthermore, this efficient method also runs faster than *distributed* in every setting, which further highlights the importance and benefits of the ML-System co-design introduced in Section 5.2.

Finally, *distributed* performance degrades considerably as the model size increases. In particular, this method does a poor job when running with 5M features (Figure 5.8c), which concurs with the intuition behind the state-of-the-art *centralized* approach: copying the data offsets the communication-intensive nature of (naive) machine learning algorithms. We see that this intuition does not hold true for the efficient algorithm described in Section 5.2.3.

### 5.4 Related Work

We discuss work relevant to PULPO in the areas of distributed systems and ML algorithms that deal with disperse datasets.

**Distributed Systems** Prior work on systems that deal with geographically distributed datasets exists in the literature. The work done by Vulimiri et al. [219, 217] poses the thesis that increasing global data and scarce X-DC bandwidth, coupled with regulatory concerns, will derail large companies from executing centralized analytics processes. They propose a system that supports SQL queries for doing X-DC analytics. Unlike our work, they do not target iterative machine learning workflows, neither do they focus on jobs latency. They mainly discuss reducing WAN data transfer volume.

Pu et al. [167] proposes a low-latency distributed analytics system called Iridium. Similar to Vulimiri et al., they focus on pure data analytics and not on machine learning tasks. Another
key difference is that Iridium optimizes task and data placement across sites to minimize query response time, while our system respects stricter sovereignty constraints and does not move raw data around.

JetStream \cite{169} is a system for wide-area streaming data analysis that performs efficient queries on data stored “near the edge”. They provide different approximation techniques to reduce the data size transfers at the expense of accuracy. One of such techniques is dropping some fraction of the data via sampling. Similar to our system, they only move important data to a centralized location for global aggregation (in our case, we only move statistics and models), and they compute local aggregations per site prior to sending (in our case, we perform local optimizations per data center using the algorithm described in Section \ref{5.2.3}). Another streaming application is distributed monitoring, which has focused on continuous tracking of complex queries over collections of physically distributed data streams. Effective solutions in their setting also need to guarantee communication efficiency over the underlying network \cite{128}.

Another line of research has focused on multi-site distributed search engines \cite{20, 81}. Such work has shown to reduce the resource consumption in query processing as well as user perceived latency when compared to single-site centralized search engines \cite{41, 113}. It bears some resemblance to our work but in the context of information retrieval.

Other existing Big Data processing systems, such as Parameter Server, Graphlab, or Spark \cite{132, 137, 133, 231}, efficiently process data in the context of a single data center, which typically employs a high-bandwidth, relatively low-cost network. To the best of our knowledge, they have not been designed for multi-data center deployments, where scarce WAN bandwidth makes it impractical to naively communicate parameters between locations. Instead, our system was specifically co-designed with ML to perform well on this X-DC setting.

Since our initial work on GDML systems \cite{46, 45}, other studies have emerged in the area. Among the most prominent ones we find Gaia \cite{101}, which also focuses on leveraging intelligent communication mechanisms, with more emphasis on reducing training times rather than X-DC transfers. Further, the work by Konečný et al. \cite{116, 118, 117} introduces the concept of Federated Learning, where the idea is to train a global model with data residing in mobile devices, instead of
data centers. Their setting is very similar to GDML in the sense that communication efficiency is of utmost importance, but the cardinality is quite different (millions of devices as opposed to tens of data centers). This poses other research questions, e.g., what sample of devices to choose at a given point in time, how to alleviate the fact that mobile devices are frequently offline, etc.

**Distributed ML Algorithms** Besides the systems solutions, the design of efficient distributed machine learning algorithms has also been the topic of a broad research agenda [190, 5, 105, 35, 232, 140, 233, 21, 25, 144]. The general principle has been to trade-off computation and communication, i.e., increase computation in the worker nodes by executing more advanced calculations between each communication round in order to reduce the number of such rounds.

Some recent work uses model quantization, i.e., reduce the number of bits of the model parameters at the expense of potentially losing some accuracy, to reduce the communication cost [197]. Further, a significant fraction of the current research on distributed machine learning pays particular attention to lowering computational costs by using GPUs [48, 4].

The Terascale method [5] might be the best representative method from the statistical query model class and is considered a state-of-the-art solver. CoCoA [191, 105, 189] represents the class of distributed dual methods that, in each outer iteration, solve (in parallel) several local dual optimization problems. Alternating Direction Method of Multipliers (ADMM) [35, 232] is a dual method different from the primal method we use here, however, it also solves approximate problems in the nodes and iteratively reaches the full batch solution. Follow up work [140] shows that the algorithm described in Section 5.2.3 performs better than the aforementioned ones, both in terms of communication rounds and running time.

### 5.5 Discussion and Future Work

GDML is an interesting, challenging and open area of research. Although we have proposed an initial and novel geo-distributed approach that shows substantial gains over the centralized state-of-the-art in many practical settings, many open questions remain, both from a systems and a machine learning perspective.
Perhaps, the most crucial aspect is fault tolerance. With data centers distributed across continents, consistent network connectivity is harder to ensure than within a single data center, and network partitioning is more likely to occur. On the other hand, a data center level failure might completely compromise the centralized approach (if the primary data center is down), while the geo-distributed solution might continue to operate on the remaining data partitions. There has been some initial work [157] to make ML algorithms tolerant to missing data (e.g., machine failures). This work assumes randomly distributed data across partitions. Hence, a failure removes an unbiased fraction of the data. In production settings, this is the case when multi-data center deployments are created for load-balancing (e.g., within a region)—we are aware of multiple such scenarios within Microsoft’s infrastructure. However, cross-region deployments are often dictated by latency-to-end-user considerations. In such settings, losing a data center means losing a heavily biased portion of the population (e.g., all users residing in Western US). Even without fail-stop failures in data centers, the presence of stragglers tasks might impede progress, as we are currently doing synchronous X-DC updates. The obvious thing to do is do asynchronous updates though it may work only under mild conditions. Coping with faults, and tolerating transient or persistent data unavailability and stragglers, as well as understanding the impact of different data distributions in convergence speeds are still open problems that will likely require both systems and ML contributions.

In this work we have restricted ourselves to linear models with $l_2$ regularization, and shown results on logistic regression models. It would be interesting to validate similar observations in other regularizers (e.g., $l_1$). More broadly, studying geo-distributed solutions that can minimize X-DC transfers for other complex learning problems such as trees, deep neural networks, etc., is still an open area of research.

Further, a truly geo-distributed approach surely does no worse than a centralized method when analyzed from regulatory and data sovereignty angles. Questions in this area arise not only at the global scale, where different jurisdictions might not allow raw data sharing, but also at the very small scale, e.g., between data stored in a private cluster and data shared in the cloud. We believe that studying the setup presented here from a privacy-preserving and regulatory-compliance angle
will yield important improvements, and potentially inform regulators.

One aspect we did not cover is related to the work-cycle of these global data repositories and its impact in the efficacy of geo-distributed learning. If the data gets crunched by x algorithms once it is gathered into a single data center, including, perhaps, by algorithms that depend on each others inputs and/or encompass interactive workflows, the centralized methodology might be more effective than the geo-distributed one. This latter approach would increase communication by x-fold, whereas the centralized method would not incur in any extra communication. We consider that a more in-depth study of which approach (centralized or geo-distributed) is more adequate for different problem settings is still missing. Even more, we have not yet addressed the issue of whether a hybrid method that combines both centralized and geo-distributed learning could be more suitable under certain circumstances.

5.6 Summary

Large organizations have a planetary footprint with users scattered in all continents. Latency considerations and regulatory requirements motivate them to build data centers all around the world. From this, a new class of learning problems emerge, where global learning tasks need to be performed on data “born” in geographically disparate data centers, which we called geo-distributed machine learning (GDML). To the best of our knowledge, this aspect of machine learning has not been studied in great detail before, despite being faced by practitioners on a daily basis.

In this work, we introduced and formalized this problem, and challenged common assumptions and practices. We then presented PULPO, a system co-designed with machine learning that enables efficient geo-distributed training. In particular, PULPO treats ML as a first-class citizen by leveraging optimization-based techniques in order to reduce X-DC center communication. Our empirical results showed that our geo-distributed system, combined with communication-parsimonious algorithms, can deliver a substantial reduction in costly and scarce cross data center bandwidth.
6 | Conclusions

Distributed systems consist of many interconnected components that interact with each other to perform certain task(s). Many of these systems typically rely on heuristics or sets of rules to make decisions, as well as carefully-engineered analytical models. However, their design is nontrivial.

The same system may need to work under widely different conditions, and handle heterogeneous workloads that might be non-stationary and change over time. All these, together with the intrinsic complexity driven by the large number of components, and the irregular interactions and resource needs, make it difficult to reason about distributed systems’ performance in general.

In this thesis, we proposed optimizing distributed systems using machine learning techniques, in order to bridge the gap of systems performance and make them more efficient and responsive to varying operating conditions. Depending on the control we have on the system itself and the characteristics and constraints of the problem domain, we identified three main modeling strategies.

First, in black-box distributed systems, where we do not have much control over the internals but instead we can only scratch the surface and alter some of the decision-making processes, machine learning can be used as an enabler for new system policies: ML-based policies. In such a role, ML would not be as tightly integrated to the underlying system itself, therefore, it may face situations where it is not aware of how the system is doing and receive delayed performance feedback. In those cases, we proposed using reinforcement learning-based techniques.

Second, in gray-box distributed systems, where we have somewhat more control and can alter their internals, machine learning can be used to provide new system mechanisms: ML-based mechanisms. This puts ML in a more powerful position within the system, which may allow it to have
fine-grained understanding of what is happening and receive immediate performance indicators. In such cases, we justified the use of bandit-based modeling approaches.

Third, in white-box distributed systems, where we have full control, we can empower machine learning to play an even more fundamental role: treat ML as a first-class citizen. Herein, we proposed an ML-System co-design to enable ML-aware systems and systems-aware ML in order to promote a new generation of intrinsically smart, self-tuning, and self-adaptive systems.

The main contribution of this thesis was the design, implementation, augmentation, and evaluation of three distributed systems that illustrated the impact of these machine learning-based optimizations: 1) CURATOR, a framework that safeguards distributed storage systems’ health and performance leveraging ML-based policies to schedule background maintenance tasks using reinforcement learning, 2) ADARES, an adaptive system that relies on an ML-based mechanism to dynamically adjust virtual machine resources in virtual executing environments using bandit-based techniques, and 3) PULPO, a federation-based system co-designed with machine learning optimization techniques to efficiently train models across different data centers.

Each system instantiated appropriate ML models for the task at hand, alleviating systems designers from the responsibility of manually tuning rules and handcrafting complex analytical models. Along the way, we leveraged already-collected data and problem structure to perform the optimizations and accelerate training. Our evaluations on real clusters showed how our formulations resulted in improved distributed systems’ efficiency and performance, and allowed them to cope with heterogeneity in workloads and resource needs, as well as adapt to time-varying patterns.
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