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Machine Learning to the rescue!



1. CURATOR: ML-based policy

2. ADARES: ML-based mechanism

3. PULPO: ML-System co-design
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Scheduling of these tasks is key 
to overall cluster performance



• reinforcement learning



• reinforcement learning



50% of clusters 
have 75% usage

Many clusters waste 
25% of fast storage

Need smarter scheduling policies
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reinforcement learning
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Need a system that adaptively changes 
resources allocated to VMs in a cluster
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• Adaptive and improve over time
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Less under and overprovisioning

Start End

Under and overprovisioning



Increases utilization Keeps up with IOPS



contextual bandits 
•
•

• decoupled highly configurable
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Need a system to efficiently train ML 
models from geo-distributed datasets



• Trade-off in-DC computation and communication X-DC communication

• Apache Hadoop YARN and Apache REEF
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West-US Germany

Canada

DC Coordinator

More in-DC cmp. and comm.
Less X-DC communication





• Reduce communication between data centers



• Multi-level communication trees across DCs 

• Learning algorithms in terms of B/R primitives

Application Layer 
(DML/GDML)

• Generalized control plane

• Data aggregation, communication, etc. 
Apache REEF

• Federated version

• Single massive YARN cluster

• Network-aware resource requests

Apache Hadoop 
YARN
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Close to optimal in low 
dimensional models

Deteriorates with 
model size



in-DC comp. and comm. X-DC communication

Apache Hadoop YARN Apache REEF
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Operations interposed 
at the hypervisor level 

and redirected to 
CVMs

Global view of 
cluster state

Integrated 
Compute-Storage

Data replication
Disk balancing
VM Migration

Global view of 
cluster state

Scale



KEY-VALUE STORE

I/O SERVICE
(foreground)

STORAGE MGMT
(background)



KEY-VALUE STORE

STORAGE MGMT
uses MapReduce

I/O SERVICE



• extents
extent groups
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Node A

Node B

Node C

Node D

Curator (A)
Slave

Curator (C)
Slave

Curator (D)
Slave

Curator (B)
Master

Metadata Ring



Curator (A)

Curator (C)

Curator (D) Curator (B)

120 -> mtime

120 -> atime

(120,mtime,atime)





Q(st, at) = (1� ↵)Q(st, at) + ↵(rt+1 + �maxaQ(st+1, a))
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LEARNED not to 
run in those cases

run although 
cluster highly 
utilized and 
low latency
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w/o transfer learning
mem noop

with transfer learning 
mem up

Low memory context









West-US

More computation
Less communication
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1. Initialize w0
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Send aggregate 
gradient

DC-2 DC-3

DC-1 / Coordinator

1. Initialize w0

2. DCs compute gradient in 
parallel

3. Aggregate gradient



Optimize

f̂1

Optimize

f̂3

Optimize

f̂2

DC-2 DC-3

DC-1 / Coordinator

no X-DC communication

1. Initialize w0

2. DCs compute gradient in 
parallel

3. Aggregate gradient

4. DCs local optimization in 
parallel
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Direction 3
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1. Initialize w0
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4. DCs local optimization in 
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Send aggregate 
descent 

direction
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DC-1 / Coordinator

1. Initialize w0

2. DCs compute gradient in 
parallel

3. Aggregate gradient

4. DCs local optimization in 
parallel

5. Aggregate descent direction



Line Search

Line Search
Line Search

DC-2 DC-3

DC-1 / Coordinator

1. Initialize w0

2. DCs compute gradient in 
parallel

3. Aggregate gradient

4. DCs local optimization in 
parallel

5. Aggregate descent direction

6. DCs do line search in parallel
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1. Initialize w0
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Update model

DC-2 DC-3

DC-1 / Coordinator

1. Initialize w0

2. DCs compute gradient in 
parallel

3. Aggregate gradient

4. DCs local optimization in 
parallel

5. Aggregate descent direction

6. DCs do line search in parallel

7. Update model with best step 
size



Send w1

DC-2 DC-3

DC-1 / Coordinator

1. Initialize w0

2. DCs compute gradient in 
parallel

3. Aggregate gradient

4. DCs local optimization in 
parallel

5. Aggregate descent direction

6. DCs do line search in parallel

7. Update model with best step 
size

8. Repeat



Federated YARN cluster

Container

DC-1 DC-2 DC-3

DC Slaves

Global Master

X-DC linksX-DC linksDC Masters




